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The Calderón problem for connections

Mihajlo Ceki�c

Summary

This thesis is concerned with the inverse problem of determining a unitary connection A

on a Hermitian vector bundle E of rank m over a compact Riemannian manifold (M; g) from

the Dirichlet-to-Neumann (DN) map �A of the associated connection Laplacian d�AdA. The

connection is to be determined up to a unitary gauge equivalence equal to the identity at the

boundary.

In our �rst approach to the problem, we restrict our attention to conformally transversally

anisotropic (cylindrical) manifolds M b R�M0. Our strategy can be described as follows: we

construct the special Complex Geometric Optics solutions oscillating in the vertical direction,

that concentrate near geodesics and use their density in an integral identity to reduce the problem

to a suitable X-ray transform on M0. The construction is based on our proof of existence of

Gaussian Beams on M0, which are a family of smooth approximate solutions to d�AdAu = 0

depending on a parameter � 2 R, bounded in L2 norm and concentrating in measure along

geodesics when � ! 1, whereas the small remainder (that makes the solution exact) can be

shown to exist by using suitable Carleman estimates.

In the case m = 1, we prove the recovery of the connection given the injectivity of the X-ray

transform on 0 and 1-forms on M0. For m > 1 and M0 simple we reduce the problem to a

certain two dimensional new non-abelian ray transform.

In our second approach, we assume that the connection A is a Yang-Mills connection and

no additional assumption on M . We construct a global gauge for A (possibly singular at some

points) that ties well with the DN map and in which the Yang-Mills equations become elliptic.

By using the unique continuation property for elliptic systems and the fact that the singular set

is suitably small, we are able to propagate the gauges globally. For the case m = 1 we are able to

reconstruct the connection, whereas for m > 1 we are forced to make the technical assumption

that (M; g) is analytic in order to prove the recovery.

Finally, in both approaches we are using the vital fact that is proved in this work: �A is a

pseudodi�erential operator of order 1 acting on sections of Ej@M , whose full symbol determines

the full Taylor expansion of A at the boundary.
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CHAPTER 1

Introduction

In a physical situation with a geometric context, that is modelled by a system of partial
di�erential equations, geometric inverse problemsare concerned with the reconstruction of pa-
rameters governing this system from the measured data. Many of such physical problems are
very conveniently formulated on manifolds, using geometric concepts of metrics, connections,
geodesics etc. For the sake of completeness, let us list a few such notable problems:

� The Calder�on problem: reconstruct the metric from the Dirichlet-to-Neumann (DN)
map (see [84] for a survey)

� X -ray transform problems: recover a function or a tensor from integrals along geodesics1

(see [65] for a recent survey)
� The boundary rigidity problem: determine the metric from the boundary distances (see

the introductions to [ 67] and to the recent [75])
� Inverse problems in spectral geometry (see [15] for a survey)

Each of these problems is a theoretical generalisation of a real-world problem in physics
or engineering; the corresponding applications are, respectively, in the Electric Impedance To-
mography (EIT), computerised tomography and medical imaging, seismic imaging, identifying
distant objects in the universe.

The full Calder�on problem consists in determining a metric g on a manifold up to an isometry
that �xes every point of the boundary from the DN map. It has been one of the main drives
in the area of geometric inverse problems. In this generality the problem is still open, but
considerable partial results exist under suitable assumptions on the manifold. Moreover, a
very interesting variation is the \twisted" version (with a connection), where we consider the
connection Laplacian L = r � r , with r a covariant derivative and r � its formal adjoint. By
identifying the components of a connection over the trivial line bundle on the spaceR3 with a
magnetic potential, one gets this operator to be themagnetic Schr•odinger operator. In this case,
the obstruction to injectivity is the group of gauge transformations that �x the boundary, but
the quantity that is preserved is the magnetic �eld, that is given by the curvature (�rst Chern
class).

In what follows we will briey survey the results and provide some motivation for the prob-
lems in the thesis, which is concerned with theCalder�on problem for connections (or the inverse
problem for the magnetic Schr•odinger equation) and give an overview of the existing results.

1.1. Notation

We write f . g, if there exists a constant C > 0 such that kf k � Ckgk for an appropriate
norm k�k.

We write dVg, d! g or just dV for the volume form on the Riemannian manifold (M; g).

1This problem was �rst considered in the well-known paper by Radon [ 68] in 1917, where he proved a reconstruc-
tion formula { it is interesting to note that it took more than �fty years to �nd an application for this problem
in computerised tomography.

1



2 1. INTRODUCTION

For a domain 
 � Rn , we will write C1
0 (
) = C1

c (
) for the space of compactly supported
smooth functions in 
. For a manifold with boundary M , we will write C1

0 (M ) = C1
c (M ) to

denote the space of smooth functions, compactly supported in the interiorM int = M � of M .
By W k;p(X ) we will denote the L p based Sobolev space withk weak derivatives; the L 2

based space will be denote byH k (X ) = W k;2(X ). Here X is either a manifold or a subdomain
of Rn .

For clarity, let us list some of the abbreviations frequently used in the text: CGO for
the Complex Geometrical Optics, CTA for the Conformally Transversally Anisotropic, DN for
the Dirichlet-to-Neumann map, LCW for Limiting Carleman Weights, UCP for the Unique
Continuation Principle and SUCP for the Strong Unique Continuation Principle, YM for Yang-
Mills, DCT for the Dominated Convergence Theorem.

By C1 (M ; E) we denote the space of smooth sections of a vector bundleE over a manifold
M .

For topological spacesX and Y with X � Y , we write X b Y to say that the closure of X
in Y is compact.

1.2. Overview of the main problem

We will now set out a bare minimum of notation to state the main questions in this thesis.
Let (M; g) be a compact Riemannian manifold of dimensionn with non-empty boundary, E
a Hermitian vector bundle of rank m over M equipped with a unitary connection A. We
will identify the connection A with the associated covariant derivative that we will denote by
dA = d + A where A is now a matrix of one-forms, by slightly abusing the notation. Given this,
we may de�ne the associated DN map �A : C1 (@M; E j@M) ! C1 (@M; E j@M) by uniquely
solving the Dirichlet problem:

d�
A dA (u) = 0 ; uj@M = f (1.1)

and setting � A (f ) = dA (u)( � ), where � is the outwards pointing normal at the boundary.
Furthermore, if given a section Q of the endomorphism bundle ofE , also called anelectric
potential, then one can solve the associated problem for the operatorL A;Q := d�

A dA + Q and
denote the corresponding DN map by �A;Q .

A gauge equivalence is a section of the automorphism bundle AutE , that is a bundle
isomorphism that preserves the Hermitian structure. One then has a natural gauge invariance
of � A (coordinate change invariance) { if we denote the pullback connection bydB =  � dA =
 � 1dA  and in addition we assume j@M = Id , then � A = � B . As with many similar inverse
problems, the question is: is this the only obstruction to injectivity of the map A 7! � A ? One
can then pose the following question, which is the main protagonist of the thesis [2,11,21,22,
26,45,60,71,77]:

Conjecture A (Uniqueness). Given two unitary connections A and B on E, we have the
equivalence: � A = � B if and only if there exists a gauge equivalence that is the identity at the
boundary that pulls backB to A.

If we add a potential Q, then � A;Q is invariant under the change (A; Q) 7! ( � A;  � Q),
where  � Q =  � 1Q and we have the corresponding conjecture. Let us note here that the
invariance present in this problem is analogous to theCalder�on problem for metrics, where the
DN map � g is de�ned by solving the Dirichlet problem for the metric Laplacian � g. As before,
we have an invariance under coordinate change, i.e. �g1 = � g2 if g2 = ' � g1, where ' : M ! M
is a di�eomorphism and ' j@M = Id { the question is whether this is the only obstruction to
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injectivity of g 7! � g. The geometric approach to these problems has the advantage that the
presence of a coordinate change symmetry is most naturally understood.

Besides uniqueness, there are a few other topics that have been studied and that belong to
the class of common questions one can ask about inverse problems { they are usually ill-posed,
failing uniqueness and have bad stability properties. Here is such a list of possible problems [71]:

� Uniqueness: as posed above in Conjecture A.
� Boundary determination: given � A;Q , determine the values ofA and Q at the boundary

@M(and the normal derivatives).
� Partial data : if the measurements are available only on a part of the boundary, i.e.

� A;Q j � = � B;Q 0j � for � � @M open, prove F � (B ) = A and F � (Q0) = Q for some F
that �xes E j � .

� Reconstruction: given � A;Q and E trivial line bundle, �nd an algorithm to reconstruct
dA and Q.

� Stability : assuming � A;Q and � B;Q 0 are close, proveQ and Q0, and A and B are close
in some sense.

Let us now survey some partial answers to the Conjecture A and revise the main ideas
present in the proofs. Firstly, there is a big distinction between the n = 2 and n � 3 case. In
the n = 2 case, the conjecture has been fully solved (including a potential and low regularity) by
Albin, Guillarmou, Tzou and Uhlmann [ 2] (see also [36]). Their method is based on a reduction
argument to a �rst order Dirac system on an auxiliary bundle, on which they construct the
Complex Geometrical Optics (CGO) solutions using a \Morse holomorphic phase"; this is all
special, since such a reduction is only valid for surfaces, where �g factors in a nice way. The
partial data case for trivial line bundles was covered relatively recently by Tzou [82], by using
a geometric reection method; the same author and Andersson consider the stability problem
in the same setting [3].

In the latter n � 3 case, the full question is still open. In general, the metric and connection
Calder�on problems have a lot of things in common (as we will see) and historically, progress in
the metric problem was followed by the analogous progress in the connection problem [10]. One
of the essential methods is due to Sylvester and Uhlmann [78], who prove the identi�ability in
the metric problem for conformally Euclidean metric in domains and can be summarised in the
following few steps:

(1) Prove a suitable integral identity based on integration by parts.
(2) Prove the necessary Carleman estimates and obtain the existence of the Complex Ge-

ometrical Optics (CGO) solutions.
(3) Insert these solutions in the identity and use their density to make a global conclusion

about the involved quantities.
(4) Reduce the problem to a question of injectivity of an X-ray transform (or some other

transform).

Complex Geometric Optics (CGO) solutions are the solutions ofL A;Q u = 0, of the form
u = e� '

h (a + rh), where we think of a as an approximate solution

e
'
h L A;Q e� '

h a � 0 (1.2)

and rh is a small residue that makes this solution precise, solving an inhomogeneous equation.
Furthermore, h > 0 is a small parameter which we will take in the limit to zero and ' is a suitable
Carleman weight. The CGO solutions were �rst constructed for the conductivity equation in
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Rn in [78] (equivalently solving � ceu = 0, where e Euclidean metric and c a scalar function),
motivated by Calder�on's original exponential solutions.

1.2.1. Euclidean case. Based on the steps (1){(4), there has been a number of partial
results for the conjecture for full data, Euclidean subdomains and trivial line bundles, while
gradually reducing the regularity of A and Q: possibly the �rst one is by Sun [77], where the
author considers then � 3 case and proves identi�cation of a generic electricW 1;1 potential
and a small W 2;1 magnetic �eld, by adapting the CGO construction. Under a smoothness
assumption, the CGOs were constructed for anyA by Nakamura and Uhlmann [58, 59], who
used a pseudodi�erential conjugation method (i.e. they perform a pseudodi�erential gauge
transformation) to reduce to the case of a smallA, which can then be solved by a Neumann series
argument. Moreover, the same authors and Sun [60] prove identi�cation in the smooth case for
any A and q. Tolmasky, Panchenko and Salo reduce the regularity assumption toC1, some less
regular, but small potentials and Dini continuous, respectively, in the upcoming years in [79], [63]
and [72]. Arguably the best results were obtained by Krupchyk and Uhlmann [45] who reduce
the regularity assumption to only L 1 electric and magnetic potentials, while Haberman reduces
the regularity to small A 2 W s;3 and q 2 W � 1;3 in R3 for s > 0. In [81], Tzou quanti�es
the uniqueness results and proves a \log log" stability estimate for partial data, containing
measurements on slightly more than half of the boundary. Finally, a very important result for
us, the �rst one to consider systems (m > 1 case) that we are aware of is by Eskin [26], where
he proves the identi�ability of a C1 magnetic and electric potential.

1.2.2. CTA manifolds. On manifolds, we will mostly limit ourselves to the geometry of
special type of cylindrical manifolds, on which we may construct the CGO solutions:

Definition B. Let (M; g) be a smooth, compact,n-dimensional Riemannian manifold with
boundary, such thatn � 3 and let T = ( R � M 0; e � g0), where e is the Euclidean metric and
(M 0; g0) a compact(n� 1)-dimensional Riemannian manifold with boundary. We say that(M; g)
is conformally transversally anisotropic (CTA) if (M; cg) is isometrically embedded intoT for
some positive functionc on M .

If M is CTA with M 0 simple2, in [21] the conjecture was reduced to an injectivity problem
of the X -ray transform on M 0, which is well known [65]. For the metric problem, in [23] CGOs
are constructed for any compact M 0 and an electric potential is identi�ed if M 0 has just an
injective X -ray transform, by using the approximate solutions concentrating on geodesics called
Gaussian Beams, as in (1.2).

In this thesis and in [11], by generalising the Gaussian Beam construction to include the
case of connections on arbitrary bundles and considering speci�c partial data, we were able to
gauge identify two connections form = 1; for the higher rank m > 1 case, in the same paper
we reduced the conjecture to a new non-abelian ray transform. Finally, in the recent works [46]
for the CTA case, generalising [11] when m = 1, the authors gauge identify two continuous
connections (and thus reduce the regularity); forM 0 simple they identify magnetic �elds and
electric potentials in the L 1 case.

The partial data problem (measurements available only on a subset of the boundary) in
the Euclidean subdomains and trivial line bundles was studied by Dos Santos Ferreira, Kenig,
Sj•ostrand and Uhlmann [22], who prove the recovery of aC2 magnetic �eld and L 1 electric

2A Riemannian manifold ( M; g ) is called simple if the exponential map exp p is a di�eomorphism onto M from
its domain of de�nition for all points p; in addition, one also asks that the boundary is strictly convex (second
fundamental form positive de�nite).
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�elds, given data on speci�c subsets of the boundary determined by the acute (or obtuse) angle
of rays hitting the boundary from a �xed point in the exterior of the subdomain (front and back
faces). Their work is based on the construction of the CGOs for theA = 0 case that was covered
by Kenig, Sj•ostrand and Uhlmann [40], who identify two potentials { this was the �rst instance
that the technique of the Carleman estimates was used to construct CGOs. More precisely, the
authors introduce the notion of limiting Carleman weights (LCW) and use a convexi�cation
idea to prove the estimates. This was extended to H•older continuous coe�cients by Knudsen
and Salo [41].

In general, Carleman estimates can be used to prove uniqueness results by using an \alge-
braic" invariance of the form: Pu = 0 if and only if P' ! = 0, where P' = e� ' Pe' and ! = e� ' u,
with the aim to obtain positivity in the operator. Here, ' is called a Carleman weight and needs
to be speci�ed.

Following on the work of [40], Dos Santos Ferreira, Kenig, Salo and Uhlmann [21] have
classi�ed all possible LCWs in the Euclidean case and found a nice geometric condition on
(M; g) equivalent to having an LCW: the conformal class of g needs to have a unit parallel
vector �eld (see De�nition B); this condition is of course non-generic (see [51]) and it remains
an open problem to construct such solutions in full generality. In [13], Chung constructs CGOs
for the magnetic equation that have compact support at the boundary and generalises the results
of [40] to non-zero A. A slightly related to the systems case is the result in [14], where the
authors consider the case of di�erential forms.

1.2.3. Boundary determination. Finally, let us review a few results about boundary
determination (see [71] for more details). The �rst result that considered the anisotropic case,
or equivalently any Riemannian metric, was by Lee and Uhlmann [50], who proved that the full
symbol of � g as a pseudodi�erential operator of �rst order determines the Taylor expansion ofg
at the boundary { the same method can be applied to other inverse boundary problems [58]. In
the Euclidean setting and the case of a trivial line bundle, Nakamura, Sun and Uhlmann prove
the boundary determination for any A in [60]. However, pseudodi�erential methods are limited
to the C1 setting and they assume the well-posedness of the Dirichlet problem, i.e. that zero is
not an eigenvalue ofL A;Q . There are other methods one can use to prove the identi�cation at the
boundary { by testing against oscillatory functions, coe�cients at the boundary were retrieved
in [9,72] for continuous connections andL 1 potentials; the manifolds case is considered in the
recent work of [46].

Finally, in [ 12] we considered the former approach and proved boundary determination in
the higher rank m > 1 case.

1.2.4. Alternative approaches. Another related method for the metric Calder�on problem
that does not use CGO solutions, in the analytic category, is the one of Lassas and Uhlmann [49],
who prove the uniqueness with partial data in their work. Together with Taylor [ 48], the authors
extend their results to non-compact complete Riemannian manifolds with compact boundary.
They prove the required result by embedding the manifold in a suitable Sobolev space, by
using Green's functions with respect to the metrics and prove the obtained composition is an
isometry, by using boundary determination and analytic continuation. A very close approach
is by Guillarmou and S�a Barretto who prove the uniqueness for Einstein metrics, by using the
unique continuation property with boundary determination for reconstruction near the boundary
in harmonic coordinates and then use the Lassas-Uhlmann method.
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Inspired by these results, in [12] we proved uniqueness of the main conjecture for two Yang-
Mills connections using an entirely new method.

Finally, we should mention there is a relationship between our inverse boundary value prob-
lem and the inverse scattering problem at �xed energy { for compactly supported potentials
these two problems are equivalent [28] and the scattering problem was studied by di�erent
authors in the past [27,62]. However, we will not discuss this approach any further.

1.2.5. The X-ray transform. It is now clear that the injectivity questions of the X -ray
transforms are one of the central problems in the area of geometric inverse problems. Moreover,
it is a fact that many of the mentioned problems and inverse problems in general can be reduced
to instances of theX -ray transform. This has come up in a few places: in the elliptic inverse
boundary value problems in which the CGO solutions are constructed by using the Gaussian
Beams { they concentrate along geodesics in an asymptotic limit, yielding integrals of the quan-
tities as in Step (4) [11, 21, 23]. Other applications include [66], where the authors determine
a matrix X -ray transform from the scattering relation and thus reduce the problem. There are
many other occasions where a geometric inverse problem is reduced to another one { one such
important example is the proof of boundary rigidity for surfaces by Pestov and Uhlmann [67],
the main part of which determines the DN map data for the metric from the boundary distances.

Let us now state the main results of this thesis, propose motivation and outline ideas of proof
for them: one by constructing the CGO solutions on CTA manifolds for non-zeroA and reducing
the problem to the injectivity of a ray transform and the other, valid for general manifolds, but
special Yang-Mills connections.

1.3. The CGO approach

In this section, we describe our approach to Conjecture A in more detail, based on the CGO
solutions. Our work completely covers and proves the conjecture for admissible line bundles,
in the case of CTA manifolds and with a suitable hypothesis of injectivity of the ray transform
on the transversal manifold M 0 (see Theorem E) { this result is new in the sense that we have
signi�cantly weakened the simplicity hypothesis on M 0, generalising results in [21].

In order to state the Main Theorem, we need to set up some notation, still assuming the
background from the previous section: letF (�1 ) = F = f x 2 @Mj h @

@x1
; � (x)i = c(x)� 1(x) �

0g, which we call the front side and the analogous setB with � replaced with � we call the
back side; here � (x) is the outer normal. We also use the notation@M� = F and @M+ = B (see
Figure 1). Moreover, we remark that this setting was used in [22] in order to prove a suitable
partial data result in Euclidean domains; the analogy with our case is that we are considering
rays from the \point at in�nity", rather than from the points near the boundary.

Furthermore, lets us spell out some basic de�nitions about theX -ray transform. Let SM0 =
f (x; � ) 2j x 2 M 0 and j� j = 1g denote the sphere bundle ofM 0 and consider the set of all inward
and outward pointing vectors:

@� SM0 = f (x; � ) 2 SM0 j x 2 @M0 and � h �; � (x)i � 0g

Then, let us denote by  x;� the unique geodesic inM 0 with  x;� (0) = x and _ x;� (0) = � for any
(x; � ) 2 TM ; we de�ne the exit time � (x; � ) as the �rst time when  x;� hits the boundary @M0

(possibly in�nite). Then we denote the set of trapped geodesics by:

� + = f (x; � ) 2 @+ SM0 j � (x; � ) = 1g



1.3. THE CGO APPROACH 7

With this in mind, we may de�ne the geodesic X -ray transform of a smooth 1-form � and a
function f on M 0, for all ( x; � ) 2 @+ SM0 n � + :

I (f; � )(x; � ) =
Z � (x;� )

0

�
f ( x;� (t)) + �

�
 x;� (t); _ x;� (t)

� �
dt

There is an obstruction to injectivity of this transform:

Definition C. We say that the X -ray transform is injective on functions and 1-forms if
I (f; � ) = 0 implies that f = 0 and the existence of a smooth functionp on M 0 with pj@M0 = 0
and � = dp.

We will need another de�nition { this time it is about the \admissible" vector bundles over
M , which is a necessary topological condition to construct the CGO solutions.

Definition D. Let M b R � M 0 be a CTA manifold. A vector bundleE over M is called
admissible if it is isomorphic to a pullback bundle� � E0, where E0 is a vector bundle overM 0

and � : M ! M 0 is the projection along thex1-direction.

Notice the condition of admissibility of the vector bundle E is a necessary and su�cient
condition for the bundle E to have an extensionE 0 to R � M 0 such that E 0jM = E (easy
exercise). We prove the following result:

Theorem E (Main Theorem). Let (M; g) be a CTA manifold. Let E be an admissible Her-
mitian line bundle over M , equipped with unitary connectionsA1 and A2. Assume furthermore
the injectivity of the ray transform on functions and 1-forms on M 0. If � is a neighbourhood of
the front face of M , then � A 1 (f )j � = � A 2 (f )j � 3 for all f 2 C1 (@M; E j@M) implies the existence
of a gauge equivalence that is the identity on� and which pulls backA2 to A1.

Figure 1. Solid torus as a CTA manifold, showing front (green) and back (red) faces.

Firstly, as mentioned in the overiew, we remark that the CGO solutions supported in a front
or a back face were constructed by Chung in [13] for Euclidean domains { this probably implies
such solutions could be constructed in our setting. The existence of such CGOs would reduce

3Alternatively, given a connection A and a subset � � @M of the boundary, the partial Cauchy data space
are de�ned as C �

A = f (uj@M ; dA u(� )j � )
�
�d�

A dA u = 0 and u 2 H 1(M )g, where � is the outward normal; then by
de�nition C �

A 1
= C �

A 2
if and only if � A 1 (f )j � = � A 2 (f )j � for all f .
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the assumption of the theorem to � A 1 (f )j � = � A 2 (f )j � for all f 2 C1
0 (�); however, due to

technical reasons and simplicity we will deal only with the full Dirichlet data.
This particular CTA setting is interesting because of the existence of the \Euclidean direc-

tion" in our manifold, i.e. the direction set out by R; this enables us to de�ne a Carleman
weight ' (x) = x1, which in turn allows for the CGO solutions to be constructed (see [21]; for an
alternative construction of the CGOs using the Fourier transform in the x1 variable, see [70]).
Our construction is based on the solutions known as Gaussian beams, which have already shown
to be fertile in the less complicated case of the operator � + q in [23]. We have also adapted
the construction to the case of the connection Laplacian, valid for functions with values in a
vector bundle; the idea is to show existence of approximate solutions which concentrate in a
suitable way around geodesics. This is done locally in charts covering the geodesic and then
glued together to form a global solution. Moreover, it is worth emphasising that our main result
Theorem E generalises the one present in [21], in that it does not ask forM 0 to be simple, which
complicates the construction signi�cantly { more concretely, it allows for the geodesics onM 0

to self-intersect and allows for the existence ofconjugate points (which prevent the exponential
map from being a di�eomorphism).

Furthermore, in Section 6 another approach based on the interplay between the parallel
transport and the unique continuation principle (UCP) for elliptic equations is pursued. Theo-
rem 7.6 proves Conjecture A in the setting of partial data, in the case of two at connections.
The latter assumption simpli�es the problem signi�cantly, because the parallel transport along
homotopic curves is then the same, which enables us to de�ne a suitable gauge. A similar idea
was already used in [36] in the case of line bundles over surfaces. Moreover, there is a nat-
ural way of pushing these results further to the case of Yang-Mills connections, which will be
considered in the next section.

In addition to the above, we also provide a general framework and base for the future work
in the direction of the Calder�on problem for connections on vector bundles, by constructing
the CGOs in general (see Theorem 4.4 and Remark 4.9). For simple transversal manifolds and
the trivial vector bundle of any rank, we also get to the fourth step in our previous analysis
{ see Section 4. Moreover, in this case, one can reduce the main DN inverse problem to a
new non-abelian X-ray transform { see Question F, which we have not found in the literature.
The reduction process is fully explained and outlined in Section 6.2. One distinct feature of
this transform is that it involves the complex derivative X = @

@x1
+ iX , rather than just the

usual geodesic vector �eld derivativeX { hence, one could expect that methods from complex
analysis and geometry might be useful to deduce certain properties of this transform (as in [26]).
Another characteristic property of this transform is that it is not abelian in general, making it
harder to reduce to an X -ray transform on just M 0, which is usually done in such situations
(see [21]). The question is posed here in the form of a transport equation.

Question F (The non-abelian Radon transform). Let (M 0; g0) be a compact simple manifold
with boundary, with dim M 0 � 2 and let M be an isometrically embedded, compact submanifold
of T = ( R� M 0; e� g0) with non-empty boundary anddim M = dim T. Let E = R� M 0 � Cm be a
Hermitian vector bundle equipped with two unitary connectionsA1 and A2, which are compactly
supported and satisfyA1 = A2 on R � M 0 n M . Let R0 = f (x1; x; v) 2 R � SM0 : (x1; x) 62M g.
Assume we are given a smooth matrix functionG : R � SM0 ! GL (m; C) such that, if X =

@
@x1

+ iX , where X is the geodesic vector �eld:

XG(x1; x; v) = � A1(x1; x)
� @

@x1
+ iv

�
G(x1; x; v) + G(x1; x; v)A2(x1; x)

� @
@x1

+ iv
�
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for all (x1; x; v), with the additional condition GjR0 = Id . Prove that G is independent of the
velocity variable v.

In order to support our Theorem E, let us list a number of results that generate a large class
of non-trivial examples for which our theorem is new. Firstly, the results of Stefanov, Uhlmann
and Vasy [74,85] give the injectivity of the ray transform if the manifold is foliated by convex
hypersurfaces up to a small set; secondly, the result of Guillarmou in [33] proves the injectivity in
the case of manifolds with negative curvature and strictly convex boundary (second fundamental
form positive). Finally, the very recent results of Paternain, Salo, Uhlmann and Zhou [66] show
that the geodesic transform is injective in the case of strictly convex manifolds with non-negative
sectional curvature. The second one of these results allows existence of trapping (geodesics of
in�nite length), while the third one allows for the existence of conjugate points. As a concrete
example of where our Main Theorem is a new result, we can let the transversal manifoldM 0 be
a catenoid { a surface with negative curvature and for which the boundary is strictly convex;
it has geodesics that are trapped (e.g. the middle circle) and hence is not simple, but the ray
transform is injective by the results in [33].

These results are proved in the thesis as follows: in the next chapter we provide some
elementary background and also prove an integral identity based on integration by parts, while
Chapters 4 and 5 are the most technical ones { the former one we divide into two parts: in
Section 4.1, we present the lengthy construction of the version of Gaussian beam solutions
that is relevant for us, for general vector bundles. Furthermore, in Section 4.2 we apply this
construction to deduce the existence of CGO solutions and moreover, we prove that we may
recover the di�erential of the connection dA from the DN map in the case of line bundles. In
the latter one we prove the necessary Carleman estimates for sections of vector bundles using
semiclassical calculus. However, in Chapter 6 we consider the case where the transversal manifold
is simple and for which we may construct the ansatz in a much easier way { in this setting, we
reduce the conjecture to the new ray transform (herem > 1). Finally, in Chapter 7 we �nish
the proof of Theorem E: Section 7.1 recovers the magnetic �eld (curvature) and Section 7.2
concludes the proof by employing an argument involving holonomy and the unique continuation
principle.

1.4. The Yang-Mills case

In this section, we consider Conjecture A for a special type of connections, called the Yang-
Mills connections. As far as we know, the results in our work [12] are the �rst ones that consider
the connection problem and do not rely on the CGO solutions (see any of [11,21,22,26]), but
on unique continuation principles; in this sense, we generalise the result for at connections
from the previous section.

The Yang-Mills connections generalise at connections and are important in physics and
geometry. They are de�ned by the following equation:

D �
A FA = 0

where DA = dEnd
A is the induced connection on the endomorphism bundle EndE and FA is the

curvature of A (see the overview section for notation). With this in mind, we may formulate
the main theorems of this section:

Theorem G. Assumedim M � 2, let E = M � C be a Hermitian line bundle with standard
metric and ; 6= � � @M an open, non-empty subset of the boundary. LetA and B be two
unitary Yang-Mills connections on E. If � A (f )j � = � B (f )j � for all f 2 C1

0 (�; E j � ), then there
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exists a gauge automorphism (unitary)h with hj � = Id such that h� (A) = B on the whole of
M .

Before further proceeding to the organisation of the proofs, let us explain the source of mo-
tivation for considering this problem. The idea came from the analogy between Einstein metrics
in Riemannian geometry and Yang-Mills connections on Hermitian vector bundles and also the
paper by Guillarmou and S�a Barreto [35]. They prove the recovery of two Einstein manifolds
from the DN map for metrics; the method of their proof relies on a reconstruction near the
boundary, where in special harmonic coordinates Einstein equations become quasi-linear elliptic
(the metric is thus also analytic in the interior in such coordiantes, but not all the way up to
the boundary) and hence, by combining the boundary determination result [50] and a unique
continuation result for elliptic systems they prove one can identify the two metrics in a neigh-
bourhood of the boundary. Moreover, by exploiting this analytic structure they observe that
the method of Lassas and Uhlmann [48], who prove the analytic Calder�on problem for metrics,
may be used to extend this local isometry to the whole manifold (this works by embedding the
two manifolds in a suitable Sobolev space using the Green functions of the metric Laplacians
and the local isometry and showing the appropriate composition is an isometry).

In our case, the analogous concept to harmonic coordinates is to consider theCoulomb
gauge[83] which transforms the connection to the one for whichd� (A) = 0, so that the Yang-
Mills equations become an elliptic system with principal diagonal part. However, this gauge
does not tie well with the DN map and so we must look for something else { Lemma 8.1 gives an
answer as to which gauge to consider. In this gauge, we may use a similar unique continuation
principle result to yield the equivalence of connections close to the boundary. However, for going
further into the interior we designed a new method.

More concretely, our gauge from Lemma 8.1 satis�es the equationd�
A dA F = 0 and so we

cannot guarantee that it is non-singular globally. We show that the zero set of the determinant of
F is small in the smooth case whenm = 1 and in the analytic case for arbitrary m { it is covered
by countably many submanifolds of codimension one, or in the language of geometric analysis
it is ( n � 1)-C1 -recti�able. Since (the complement of) this singular set can be topologically
non-trivial (see Figure 1), we end up with such barriers consisting of singular points ofF that
prevent us to use the UCP and go inside the manifold. This is addressed by looking at the
su�ciently nice points of the barriers and locally near these points, using a degenerate form of
UCP (in the smooth case) or a suitable form of analytic continuation (in the analytic case) to
extend an appropriate gauge equivalence between the two given connections beyond the barriers;
we name this procedure as \drilling". Since we show there is a dense set of such nice points, we
may perform the drilling to extend our gauges globally.

Here is what we prove in the analytic case:

Theorem H. Let (M; g) be an analytic Riemannian manifold4 of dimension dim M � 2
and let � be as in Theorem G. If E = M � Cm is a Hermitian vector bundle with the standard
structure and if A and B are two unitary Yang-Mills connections on E, then � A (f )j � = � B (f ) �

for all f 2 C1
0 (�; E j � ) if and only if there exists a gauge automorphismH of E , with H j � = Id ,

such that H � (A) = B .

The proof of this theorem also relies on using the Coulomb gauge locally, since the gauge
from Lemma 8.1 does not work near singular points; in this gauge we may get thatA is analytic
and henceF also, since they satisfy elliptic equations with analytic coe�cients.

4The metric g is only assumed to be analytic in the interior of M .
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Furthermore, the main di�culty for the smooth, higher rank ( m > 1) case is to prove the
strong unique continuation property for the determinant det F of a solution to d�

A dA F = 0; for
m = 1, this is obvious by standard results. Another issue is that one needs to prove the UCP for
elliptic systems with diagonal principal part and higher orders of degeneracy at a hyperplane.
More precisely, operators with leading term x2k

n � � Id and with �rst order terms containing
multiples of xk

n ; in other words, the algebra of operators generated by derivatives of the form
xk

n
@

@x where xn is the boundary de�ning coordinate.
In this thesis, an important role is played by the unique continuation results. As a source

for the UCP results we will use B•ar [7], who proves the recti�ability statements for the zero
sets of �rst order semilinear elliptic systems; for convenience, we prove an easy consequence of
his results for second order systems in Lemma 8.4. Furthermore, we apply the degenerate UCP
result of Mazzeo [53], for which we have not found an alternative source in the literature.

We also prove that the DN map � A is an elliptic pseudodi�erential operator of order 1 on
the restriction of the vector bundle to the boundary and deduce that its full symbol determines
the full Taylor series of the connection, metric and a potential at the boundary. This was �rst
proved in the case of a Riemannian metric by Lee and Uhlmann [50] and later considered in the
m = 1 case with a connection in [21]; see also the overview section. In Chapter 3, we generalise
this approach to the case of systems and prove the analogous result.

The proofs are organised as follows: in the next chapter, we recall some formulas from dif-
ferential geometry and make a few observations about choosing appropriate gauges. In Chapter
8 we prove Theorems G and H: in Section 8.1 we consider the smooth case and prove the global
result for m = 1. Along the way, we construct the new gauge and deduce the UCP result we
need. In Section 8.2 we consider them > 1 case for analytic metrics, by adapting the proof
of the line bundle case and exploiting real-analyticity. As mentioned previously, in Chapter 3
we prove the boundary determination result by using the pseudodi�erential calculus. Finally,
in Appendix A we prove some elementary results about extending a certain kind of functions
and prove the well-posedness of a pseudodi�erential heat equation, relevant for the boundary
determination.





CHAPTER 2

Preliminaries

2.1. Notation and basic de�nitions

Throughout this section, (M; g) is a compact connected Riemannian manifold of dimension
n with boundary, E is a Hermitian vector bundle of rank m over M , equipped with a unitary
connection r . Let � be the outward normal to @M. We also �x a matrix valued potential Q,
that is a section of the endomorphism bundle ofE . Moreover, we will denote the sections ofE by
C1 (M ; E) or by �( E ) (both notations are standard). Recall that the connection gives rise to a
covariant derivative r : �( E ) ! �( E 
 T � M ); moreover, in a trivial vector bundle E = M � Cm

with the standard Hermitian inner product in the �bers, a connection is given by a m � m
matrix of one-forms A and the covariant derivative by dA = d + A. We will interchangeably
use the following symbols for the covariant derivative: dA , r A and r ; subscript A here denotes
the connection as a formal object, but can also mean the connection 1-form, depending on the
context. Furthermore, we will assume the summation convention, where repeated indices mean
that we sum over the corresponding index. One can extend the action of the covariant derivative
to all E -valued di�erental forms, i.e. sections of

V p T � M 
 E = 
 p(E ), by the Lebnitz rule {
we will still denote this operator by dA .

The connection beingunitary , means the following compatibility condition:

dhu; vi E = hr u; vi E + hu; r vi E

We can use the Hermitian inner product to de�ne inner product on sections ofE :

(u; v)L 2 (M ;E ) =
R

M hu; vi E dV

where dV is the volume form on M (sometimes omitted from the integrals for simplicity) and
more generally onE-valued one forms (that is, sections ofC1 (M ; E 
 T � M )), where in local
coordinates � = � i dxi and � = � i dxi :

(�; � )L 2 (M ;E 
 T � M ) =
R

M gij h� i ; � j i E dV

In general, we use the notationd�
A or r � to denote the formal adjoint of dA acting on vector

valued p-forms; if A is unitary, then d�
A = ( � 1)(p� 1)n+1 ? dA ?, where ? is the Hodge star acting

C-linearly on di�erential forms with values in E as ?(! 
 s) = ( ?! ) 
 s, ! is a di�erential form
and s is a section ofE . Now using Stokes' theorem one can prove that the following identity
holds (see [44]):

(r � u; v)L 2 � (u; r v)L 2 = � (� � u; v)L 2 (@M;E j@M ) (2.1)

where u is an E-valued one form andv is a section ofE .
Now we can de�ne the twisted or the connection Laplacian as

L r = r � r

We also denote byL r ;Q = r � r + Q (or L A;Q ) the corresponding Schr•odinger operator and
L g;r ;Q when we want to emphasise the dependence on the metric. With the assumption that 0
is not a Dirichlet eigenvalue of L r ;Q in M , we have the unique solutionu 2 H 1(M ; E) of the

13
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following Dirichlet problem, in the weak sense:
(

L A;Q u = 0 ; in M

u = f; on @M
(2.2)

for f 2 H 1(M ; E), by standard elliptic PDE theory. Here, the Sobolev spacesH 1(M ; E) and
H 1

0 (M ; E) are de�ned as the completions ofC1 (M ; E) and C1
0 (M ; E) spaces, respectively in

the H 1 norms:
kuk2

H 1 (M ;E ) = kuk2
L 2 (M ;E ) + kr uk2

L 2 (M ;E 
 T � M )

If we denote the unique solution of equation (2.2) byuf , we see that we may changef by a
' 2 H 1

0 (M ) and have the same solution. So we de�ne the half Sobolev space as the quotient:

H
1
2 (@M; E j@M) := H 1(M ; E)=H1

0 (M ; E) (2.3)

which essentially comes from the trace theorems in Sobolev spaces (we lose \half derivative"
when restricting to the boundary { see Proposition A.4 for the details). The spacesH � 1

2 and
H � 1 on @Mare de�ned as the duals ofH

1
2 and H 1 spaces, respectively.

We are aiming to de�ne the DN map as � A;Q f = � � dA uf for smooth f and more generally
� A;Q : H

1
2 ! H � 1

2 . For any f; h 2 C1 (M ; E), by using (2.1), we can easily see that:

hh� A;Q f; h ii =
Z

@M
h� � dA uf ; hi dS =

Z

M

�
hdA uf ; dA hi + hQuf ; hi

�
dV (2.4)

where byhh�; �ii we have denoted the pairing betweenH � 1
2 and H

1
2 and dS is the surface volume

form on @M. Finally, this motivates us to de�ne the DN map via the formula (2.4) (see [70] for
the case ofE = M � C and A = 0):

Definition 2.1. The Dirichlet-to-Neumann map or the DN map is de�ned as the unique
bounded map� A;Q : H

1
2 (@M; E j@M) ! H � 1

2 (@M; E@M), obtained by the following bilinear form:

hh� A;Q f; h ii =
Z

M

�
hdA uf ; dA eh i + hQuf ; eh i

�
dV

where f; h 2 H
1
2 (@M; E j@M) and eh 2 H 1(M ; E) is any representative of the class ofh.

Of course, one is left to check all the details of the previous de�nition check out: we do this
in Proposition A.1 in the appendix. Moreover, the above de�nition works for Q and A in L 1 ,
however we are mostly interested in smoothA and Q.

An alternative (not always equivalent) and a more general way (without assuming the well-
posedness of (2.2)) of interpreting the equality of the DN maps is through the equality ofCauchy
data spaces. The full Cauchy data space is given by:

CA;Q =
n�

f; � � dA u
� �

�
� there is a u that solves (2.2)

o
� H

1
2 � H � 1

2

Here � � dA u is interpreted in the weak sense, as explained above. Let us point out that in one of
the cases that are important for us, that is whenQ = 0, we automatically have that zero is not
a Dirichlet eigenvalue of the operatorL A , so the DN map is well-de�ned by De�nition 2.1 and
the Cauchy data space is given by a graph.

2.1.1. Local expressions for d�
A and inner products. For the record, we will write

down the explicit formula in local coordinates for the inner product on the di�erential forms
with values in E . If two p-di�erential forms with values in E are given locally by � =

P
� I dxI
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and � =
P

� J dxJ then:1

h�; � i 
 p (E ) =
1
p!

gi 1 j 1 � � � gi p j p h� i 1 :::i p ; � j 1 :::j p i E

Here h�; �i E is the inner product in E and gij denotes the inverse matrix of the metric in local
coordinates gij . Moreover, we state the following formula for the adjoint d� = ( � 1)p ?� 1 d? =
(� 1)(p� 1)n+1 ? d?, acting on p-forms:2

(d� � ) � 1 :::� p� 1 = � g� 1 � 1 � � � g� p� 1 � p� 1

1
p

j det gj
@�

� p
j det gjg�� g� 1 � 1 � � � g� p� 1 � p� 1 � �� 1 :::� p� 1

�

We can combine this information along with the condition that
R

hd�
A �; � i E =

R
h�; d A � i E for

all p-forms � and (p + 1)-forms � , compactly supported in the interior. Then we get:

d�
A � = d� � �

X

i 1<:::<i p

g�� A � � �i 1 :::i p dxi 1 ^ : : : ^ dxi p (2.5)

and as a shorthand we may use (A; � ) = �A ] � for the sum in the above expression. Here] denotes
the isomorphism betweenTM and T � M given by contracting the metric g with a vector. The
following identity is also very useful:

d� (f ! ) = fd � (! ) � � r f (! )

If the connection is not unitary, then the expression (� 1)(p� 1)n+1 ? d(� A � )? gives the formal
adjoint in a local trivialisation on p-forms, whereA � denotes the Hermitian conjugate. We need
to emphasise here that, slightly illogically, even if A is non-unitary in this thesis we will use the
notation d�

A = ( � 1)(p� 1)n+1 ? dA ?, unless otherwise stated.3 We will apply the same principle
to all covariant derivatives that appear in the text. Moreover, the above local formula (2.5) still
holds for this d�

A . Then for all E -valued 1-formsu and any A:

d�
A dA u = d� du + d� (Au) � (A; du) � (A; Au ) (2.6)

2.1.2. Yang-Mills connections. As mentioned previously, Yang-Mills (YM) connections
are very important in physics and geometry. They satisfy the so calledYang-Mills equations,
which are considered as a generalisation of Maxwell's equations in electromagnetism and which
provide a framework to write the latter equations in a coordinate-free way (see e.g. [4] or [18]
for a geometric overview and de�nitions). The Yang-Mills connections are critical points of the
functional:

FY M (A) =
Z

M
jFA j2d! g

Here FA = dA + A ^ A is the curvature 2-form with values in the endomorphism bundle ofE
determined by the map d2

A s = FA ^ s on sectionss 2 C1 (M ; E) and ! g is the volume form. It
can then be shown by considering variations of this functional, that the equivalent conditions
for A being its critical point are (the Euler-Lagrange equations):

(DA ) � FA = 0 and DA FA = 0 (2.7)

1The factor of 1
p! comes from the fact that we want to have hdx i 1 ^ : : : ^ dx i p ; dx j 1 ^ : : : ^ dx j p i = det ( gi k j k ).

2We are assuming that the tensor representing the form is alternating, i.e. we get a minus sign after swapping
any two indices.
3The point is that we would like to have d�

F � ( A ) = F � 1d�
A F , for all isomorphisms F of the vector bundle E . On

the other hand, F � 1d�
A F will be the formal adjoint if we consider the pulled back inner product structure on E

by F ; in general, it will not be a formal adjoint with respect to the standard inner product structure on E .
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where DA = dEnd
A is the induced connection on the endomorphism bundle, given locally by

DA S = dS + [ A; S] or equivalently by DA S = [ dA ; S], where [�; �] denotes the commutator. The
second equation in (2.7) is actually redundant, since it is the Bianchi identity.

Yang-Mills connections clearly generaliseat connections, for which the curvature vanishes,
i.e. FA = 0.

Let us motivate the fact we consider Yang-Mills connections in this thesis, by illustrating
their signi�cance in other branches of mathematics. They have been a point of uni�cation
between pure mathematics and theoretical physics, but moreover have brought a few areas of
pure mathematics together, such as e.g. PDE theory and vector bundles over complex projective
spaces, or algebraic geometry.

One such example is the proof of bijective correspondence of instantons (self-dual or anti
self-dual connections, i.e. the ones for which?FA = � FA , where ? is the Hodge star) over
S4 with certain holomorphic vector bundles over CP3, using the ADHM construction. More
generally, one can establish a bijective correspondence of the Hitchin-Kobayashi type (there are
a few similar results under the same name) and Uhlenbeck and Yau prove that ifE is a stable
(in some sense we do not specify) holomorphic vector bundle over a compact K•ahler manifold,
then E admits a Hermitian-Yang-Mills connection.

Within topology, YM functional FY M can be regarded as a function on a space with rich
topology, the space of connections modulo gauges, in view of Morse theory (much like the
energy functional on the space of closed loops) { one can then pose the questions whether one
can determine the homotopy group of instantons and other critical points and relate them to the
topology of the ambient space. Finally, moduli spaces of instantons were applied by Donaldson
to solve some long standing conjectures in the four manifold topology.

Let us also emphasise the nature of the topology of the space of connections modulo gauges:
it is in�nite dimensional and locally has a unique representative chosen by going to theCoulomb
gauge, but globally it is impossible to �nd such a gauge; Donaldson argues that one of the most
important inuences of gauge theory is to accustom mathematicians to working with in�nite
dimensional gauge groups in a comparatively simpler setting, where for example di�eomorphism
groups in Riemannian geometry are considered more di�cult [19].

Example 2.2 (Yang-Mills connections over Riemann surfaces). We give an idea of the size of
the set of YM connections in the simplest non-trivial example of Riemann surfaces. First recall
that connections on bundles modulo gauges are classi�ed by their holonomy representation on
the so called loop group modulo conjugation (see Kobayashi and Nomizu [43]). In the setting
of at connections, this correspondence simpli�es signi�cantly for a Riemann surface �:

�
� : � 1(�) ! U(m)

	
=conj.  ! f unitary at bundles of rank mg

since homotopic loops have the same holonomy. The direct map (going left to right) here is the
one taking a representation� and de�ning an associated at bundle via e� � � Cm , where e� is
the universal cover of � and � � means we identi�ed the two by the diagonal action. Somewhat
surprisingly, we may still obtain a correspondence in the case of YM connections, where� 1(�)
is replaced by a certain central extensionb� 1(�) (see [ 4] for more details). This has an analogous
geometric interpretation: the di�erence to the at case is that we now identify homotopic only
if they enclose the same area. In particular, for the sphereS2 this simpli�es, so that we have
b� 1(S2) = S1.
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2.1.3. Fixing gauges. In many mathematical problems and physical situations there exist
certain degrees of freedom calledgauges. More speci�cally, in our case a gauge is an automor-
phism of a vector bundle (preserves its structure); then the gauges act on the a�ne space of
connections on this vector bundle by pullback. Here, we make a few remarks about the possible
gauges one could use.

Example 2.3 (An electromagnetic correspondence). In physics we use the electromagnetic
four-potential to describe the electromagnetic �eld. This potential can be naturally identi�ed
(via musical isomorphism, the inverse of] ) with a connection 1-form A on the unitary trivial line
bundle over the space-timeR4 in the Minkowski metric, so that the actual electromagnetic �eld
is given by the curvature F = dA, which is a tensor consisting of six components; the Maxwell's
equations then reduce tod� dA = 0 (see (2.7)).

Recall from classical electromagnetism, if we consider the magnetic potential~A separately,
we would have the �eld strength ~B = r� ~A. Then we could transform the potential ~A 7! ~A + r f
and still get the same answer for ~B ; similarly, the electric �eld is invariant under addition of
� @f

@t to the electric potential � and the correspondence isA = A1dx1 + A2dx2 + A3dx3 � �dt . In
the connection setting above, we have the analogous invariant transformA 7! A + idf for a real
function f on R4, which corresponds to the gauge given byeif . This leads to the old physical
observation that we do not have a physical meaning of the potential and is a starting point to
the Yang-Mills theory which generalises the Maxwell's equations (see [18]).

There are several gauges that have proved to work well in practise, i.e. that �t well into
other mathematical formalism in applications. One of them is the Coulomb gauge, which for a
connection matrix on a vector bundle, locally asks thatd� A = 0 4 The existence of such gauges
is proved by Uhlenbeck [83] for vector bundles over unit balls (see also [18]) under a smallness
condition on the L p norm of the curvature (for speci�c values of p), which locally on a manifold
we can always assume if we shrink the neighbourhood su�ciently and then dilate to the unit
ball. Most importantly, in such a gauge the Yang-Mills connections satisfy an elliptic partial
di�erential equation with the principal, second order term equal to ( dd� + d� d) � Id , which is
clearly elliptic (check in local coordinates).

Another slightly related gauge is the temporal gauge, which we will also make use of { in
this gauge, one of the components of the connection vanishes locally (we usually distinguish this
variable as \time"). That is, given a local coordinate system (x1; : : : ; xn� 1; t) = ( x; t ) de�ned
for t = 0 and a connection matrix A = A i dxi + A t dt, we may solve:

@F
@t

(x; t ) + A t (x; t )F (x; t ) = 0 and F (x; 0) = Id

parametrically smoothly depending on x (the parallel transport equation). Then by de�nition
near t = 0, we have A0 = F � (A) = F � 1dF + F � 1AF satisfying A0

t = 0. In this way we prove
the following lemma, which will be used frequently throughout the thesis:

Lemma 2.4. Let A and B be two unitary connections on a Hermitian vector bundleE over
M . Consider the tubular neighbourhood@M� [0; � ) of the boundary for some� > 0 and denote the
normal distance coordinate (from @M) by t. Then B is gauge equivalent to a unitary connection
B 0 via an automorphismF of E such thatF j@M = Id and (B 0� A)( @

@t) = 0 in the neighbourhood
@M� [0; � ) of the boundary, for some� > 0.

4This is equivalent to r � ~A = 0 in the case of R3 considered in the previous paragraph.
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In particular, if E = M � Cm we have gaugesF and G for A and B respectively with
F j@M = Gj@M = Id , such that A0 = F � A and B 0 = G� B satisfy A0( @

@t) = B 0( @
@t) = 0 near the

boundary.

Proof. Let us denote B ( @
@t) by B t . Then consider the following �rst order systems of

di�erential equations, solving the parallel transport equations:

@F
@t

(x0; t) + A t (x0; t)F (x0; t) = 0 with F j@M = Id

@G
@t

(x0; t) + B t (x0; t)G(x0; t) = 0 with Gj@M = Id

where F and G are m � m matrices, for (x0; t) 2 U � [0; � ) for some coordinate chartU � @M.
This has a unique smooth solution inU � [0; � 0), for some positive � 0 with � > � 0. Moreover, F
and G are unitary, since B t is skew-Hermitian and if we de�ne H = GF � 1 we haveB 0 := H � B
with B 0

t = A t by the equations above:

@H
@t

=
@G
@t

F � 1 + G
@F� 1

@t
= � B t GF � 1 + GF � 1A t = HA t � BH t

Moreover we see thatH : Ex ! Ex is de�ned independently of the chart for x with distance
less than � 0 to the boundary and (B 0� A)t = 0.

Furthermore, there exists a� > 0 such that H is close to identity in @M� [0; � ), with � < � 0.
Then we may take a compactly supported function' on [0; � 0), with ' = 1 on [0; � ), and de�ne
� on M by setting � (x; t ) = ' (t) in @M� [0; � 0) and zero elsewhere. Then we may de�ne the
unitary extension ~H = e� log F ; clearly ~H j@M� [0;� ) = H and the globally de�ned B 0 := ~H � B
satis�es the requirements. �

Moreover, if we perform the above procedure in geodesic polars near a point, witht corre-
sponding to the radial variable r now, we obtain what is called theradial gauge. More generally,
given a local vector �eld X , we can always construct a gauge as in Lemma 2.4 by de�ningF to
be parallel transport along the owlines ' t of X , by setting F to be identity (initial condition)
on a codimension one local submanifold transversal to the ow { we can then always extendF
to a local gauge.

In the situation of this Yang-Mills problem, we would like to use the gauge given by Lemma
2.4 in combination with Lemma 8.1, because the latter one is intimately tied with the DN map
(1.1) and allows us to make use of the information packed in the equality �A = � B for two
connectionsA and B .

2.2. The integral identity

Recall the identity (2.5) with A unitary on E = U � Cm with U � Rn ; we haver � = d�
A =

d� � (A; �) on one forms, with (A; � ) = gij A i � j for � an E-valued one-form. For clarity, we remark
that we take the Laplacian with a negative sign, i.e. � u = d� du = �j gj � 1=2 @

@xj (jgj1=2gjk
@u

@xk ),
so our operator is positive de�nite. Therefore, we can clearly identify the second, the �rst and
the zero order terms in the connection Laplacian. If we let (A; Q) be a pair of a connection and
a potential, we will sometimes use the notation of the pair (X; q) to denote the matrix vector
�eld X and the matrix potential q such that:

d�
A dA + Q = � + X + q (2.8)
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in local coordinates, or globally if the corresponding bundle is trivial. The relationship between
(A; Q) and (X; q) is given by:

X = � 2gij A i
@

@xj
and q(u) = d� A � (A; Au ) + Q(u)

The next lemma computes the adjoint of the DN map, whereQ is in �(End E):

Lemma 2.5. The following identity holds for smoothf and g (Q� is the Hermitian conjugate):

(� r ;Q f; g )L 2 (@M;E j@M ) = ( f; � r ;Q � g)L 2 (@M;E j@M )

Proof. We drop the full notation of L 2(M ; E). By using (2.1) we have:

(Qu; v)M + ( r u; r v)M = (� r ;Q f; g )@M (2.9)

where L r ;Qu = 0 and uj@M = f and any v such that vj@M = g. If we swap the order of f
and g and use the fact that the inner product is Hermitian, along with v being the solution to
L r ;Q � v = 0 and vj@M = g, we get:

(Q� v; u)M + ( r v; r u)M = (� r ;Q � g; f )@M

which after conjugation �nishes the proof. �

Now we restrict our attention to the trivial vector bundle E = M � Cm with the connection
matrix A. We will use the notation jAj2 = gij A i A j { please note this is not a norm, but
rather comes from the complex bilinear extension of the metric inner product and that it is
endomorphism valued. Also, (A j )kl will denote the kl th entry of the matrix A j given by the
expansionA = A j dxj .

Theorem 2.6 (Main identity) . The following identity holds for two pairs of smooth unitary
connections and potentials(A; QA ) and (B; QB ), and f and g smooth sections ofE j@M:

�
(� A;Q A � � B;Q B )f; g

�
@M =

� �
QA � QB + jB j2 � j Aj2

�
u; v

�

M

+
Z

M
gij �

(A � B ) j
�

kl

�
ul

@�vk

@xi
�

@ul
@xi

�vk

�
(2.10)

where u; v 2 C1 (M ; E) solve L A;Q A u = 0 with uj@M = f and L B;Q �
B

v = 0 with vj@M = g.
Equivalently, for m = 1 one can write this as:

�
(� A;qA � � B;Q B )f; g

�
@M =

� �
QA � QB + jB j2 � j Aj2

�
u; v

�

M

+
Z

M
hud�v � �vdu; B � Ai g

Proof. As above, we have:

(� A;Q A f; g )@M = ( QA u; v)M + ( dA u; dA v)M

and similarly, where u and v as in the statement:

(� B;Q B f; g )@M = ( f; � A B ;Q �
B

g)@M

= ( QB u; v)M + ( dB u; dB v)M

So we get by subtracting:
�
(� A;Q A � � B;Q B )f; g

�
@M =

�
(QA � QB )u; v

�
M + ( dA u; dA v)M � (dB u; dB v)M
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We have (Au; Av )M = �
�
jAj2u; v

�
M and (Bu; Bv )M = �

�
jB j2u; v

�
M and moreover:

�
du; (A � B )v

�
M +

�
(A � B )u; dv

�
M =

Z

M
gij �

(A � B ) i
�

kl

�
ul

@�vk

@xj
�

@ul
@xj

�vk

�

by the skew-Hermitian property of A and B , where ul and vk denote the components of the
vectors u and v. By putting the pieces together, this �nishes the proof. �

Let us now denote byE 0 = M � Cm� m the endomorphism bundle ofE , carying the natural
trace Hermitian inner product hX; Y i = tr( XY � ). Then we can naturally let the L A;Q operator
act on matrix sections by matrix multiplication 5; furthermore, one easily shows the similarly
extended DN maps forA1 and A2 on E 0 obtained in this way agree if and only if the usual DN
maps for A1 and A2 agree onE { one just notices that the �rst claim is the same as the second
one applied to all of n column vectors. Therefore, we have a version of the previous identity
for matrices, where by capital letter we denote a matrix instead of a vector (we will need it in
Section 6.2):

Theorem 2.7 (The identity for matrices) . In the notation as in Theorem 2.6, for two smooth
sections F and G of E 0j@M, we have:

� �
� A;Q A � � B;Q B

�
F; G

�

@M
=

� �
QA � QB + jB j2 � j Aj2

�
U; V

�

M

+
�

U(dV � ) � (dU)V � ; B � A
�

M
(2.11)

where U; V 2 C1 (M ; E 0) solveL A;Q A U = 0 with Uj@M = F and L B;Q �
B

V = 0 with V j@M = G.

Proof. By re-running the proof of the previous theorem, we easily obtain the result; we
use the convenient matrix identities such as (AU; dV )M = �

�
U(dV � ); A

�
M and (dU; AV )M =

�
(dU)V � ; A

�
M . �

2.3. Semiclassical pseudodi�erential operators on manifolds

In this section we briey review the basics of semiclassical pseudodi�erential operators and
the associated symbol calculus. The classical theory will be used for the purposes of Chapter
3, where we prove �A is pseudodi�erential operator on the boundary; in Chapter 5, some
semiclassical theory (Bessel potentials) is used to prove suitable estimates.

We start by outlining the underlying function spaces, then progress to describing the classical
theory and in the end we build up on that by inserting everywhere a small parameterh to de�ne
the semiclassical theory.

2.3.1. Distribution spaces, kernels and the semiclassical case. See [6,31,54,69] for
more details. Let X � Rn be an open set. First recall the usual function spacesC1 (X ) and
C1

0 (X ) and the locally convex space (LCS) topologies on them: the �rst one is a Fr�echet space
with the topology of uniform convergence of all derivatives on compact subsets and the second
one is an inductive limit of LCS (not a Fr�echet space itself and not metrisable). We also use
the notation E(X ) = C1 (X ), D(X ) = C1

0 (X ); EK (X ) will denote the space of smooth function
compactly supported in K .

The spaces of distributionsD0(X ) and E0(X ) are de�ned as the duals ofD(X ) and E(X )
respectively, and equipped with the weak*-topologies. We haveE0(X ) � D 0(X ) as the subset of
compactly supported distributions.

5Note L A;Q is not the same as the connection Laplacian obtained from the standard induced connection dA U =
dU + [ A; U ] on the endomorphism bundle.
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Given an openY � Rm , an important class of operatorsC1
0 (Y ) ! D 0(X ) are given by an

integral kernel K such that formally we have:

v 7!
Z

Y
K (�; y)v(y)dy

More precisely, if K 2 D 0(X � Y ), we de�ne the map K : C1
0 (Y ) ! D 0(X ) by hKv; u i :=

hK; u 
 vi , where h�; �i is the distributional pairing. Moreover, by the Schwartz kernel theorem,
there is a bijective correspondence between continuous mapsC1

0 (Y ) ! D 0(X ) and distributions
in D0(X � Y ).

Given a manifold M of dimensionn and a vector bundleE of rank m, above notions clearly
generalise, with a few subtleties. The space of smooth sectionsE(M; E ) is topologised by taking
the seminorms induced by pushing forward toRn locally and considering seminorms for any
compact K � Rn ; for the compactly supported smooth sectionsD(M; E ), we notice we can
write them as [ K EK (M; E ) for all K � M compact and take the locally convex inductive limit
topology, as before.

Now the space ofgeneralised sectionsis de�ned by �rst introducing the \functional dual"
E V := E � 
 DM , where DM is the density bundle6 on M and E � is the dual bundle; then
we de�ne D0(M; E ) as the dual of D(M; E V ) with the weak*-topology. When E = M � C,
then we get just the space of generalised functionsD0(M ). Notice that in this way we get
E(M; E ) � D 0(M; E ) by applying the generalised section and integrating the density:

s 7!
Z

M
h�; si

where on the right hand side we have the natural pairing.
The Schwartz kernel theorem generalises to the manifold and vector bundle setting, by using

the function spaces de�ned in the previous paragraph.
Finally, for the semiclassical case, we introduce the parameterh 2 (0; h0] for someh0 > 0

�xed. The semiclassical Fourier transform, which is just a rescaling of the usual one, is given
by:

(Fh � )( � ) = �̂ (� ) =
Z

Rn
e� i

h �x � (x)dx

for � 2 C1
0 (Rn ); for h = 1 we recover the usual transform. Its inverse is given by:

(F � 1
h � )(x) =

1
(2�h )n

Z

Rn
e

i
h �x � (� )d�

We will sometimes drop the subscript h depending on context; moreover,� will usually be an
h-dependent function.

For a LCS V, we will denote by Vh the space of functions� : (0; h0] ! V which are poly-
nomially bounded, i.e. for each� 2 Vh and every neighbourhoodU of 0 in V, there exists an
N > 0 and s > 0, such that f hN � (h) j h 2 (0; h0]g � sU. By doing this, we de�ne the spaces
Eh(X ) = C1

h (X ) and Dh(X ) = C1
0h(X ).

Furthermore, to de�ne h-dependant distributions, we change this de�nition slightly { for
example, we de�ne D0

h(X ) as the set of all mapsu : (0; h0] ! D 0(X ), such that huh ; � h i :

6In order to be able to integrate on a non-orientable M , we de�ne the density bundle D M as the complex line
bundle with the transition functions equal to absolute value of coordinate change Jacobian. Then we integrate
sections of D M ; note that D M is trivial, e.g. by taking a metric g and the section locally given by j det gj

1
2 dx {

this quantity also de�nes a measure on M and as a consequence the spaceL 2(M ) is de�ned. This enables us to
identify D0(M ) with functionals on compactly supported functions.
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(0; h0] ! C is in Ch . Here by uh and � h we stress theh-dependence; the same principle applies
to de�ne E0

h(X ). Note that X can be a manifold.

2.3.2. Pseudodi�erential operators. See [55, 73, 80] for more details. Let us �rst in-
troduce the usual symbol classes in the pseudodi�erential calculus. LetU � Rn be open andN
an integer { we say that a 2 C1 (U � RN ) is a symbol of order m 2 R, if for every multiindices
�; � and any compactK � U, we have constantC�;�;K > 0 such that

j@�
� @�

x a(x; � )j � C�;�;K h� i m�j � j (2.12)

where h� i = (1 + j� j2)
1
2 , for all x 2 K and � 2 RN . We denote the space of all symbols of order

m by Sm (X � RN ) { it is a Fr�echet space with seminorms given by the in�mum over all such
C�;�;K . We will use the notation S�1 (U � RN ) := \ m Sm (U � RN ).

For U = X � X , where X � Rn open, N = n and with the phase function �( x; y; � ) =
(x � y) � � , given a symbol a 2 Sm (U � Rn ), we may de�ne the associatedpseudodi�erential
operator of order m (PDO) A : C1

0 (X ) ! C1 (X ):

Au(x) =
1

(2� )n

Z Z
ei (x � y)� a(x; y; � )u(y)dyd� (2.13)

for a function u 2 C1
0 (X ). Here the integral is considered as anoscillatory integral, i.e. by

taking a suitable �rst order di�erential operator (there are a few choices) L = 1+ � �D y
1+ j� j2 on U � Rn

for which we havet Lei � = ei � , where t L = 1� � �D y
1+ j� j2 is the formal adjoint of L ; L reduces the order

of a symbol by one. Formally integrating by parts enough times, we get a convergent integral
with smooth dependance onx.

We denote the set of PDOs of orderm by 	 m (X ); the set of operators of order�1 is de�ned
by 	 �1 (X ) := \ m 	 m (X ).

Given a PDO A : C1
0 (X ) ! C1 (X ), we may apply the Schwartz kernel theorem to get a

kernel K A 2 D 0(X � X ). Now we state a few basic properties of PDOs:

1. K A 2 C1 (X � X n �), where � = f (x; x ) j x 2 X g is the diagonal.
2. The adjoint t A, de�ned by swapping x and y in a, is a PDO; so A extends to A :

E0(X ) ! D 0(X ) by duality.
3. For u 2 E0(X ), singsupp(Au) � singsupp(u) (this is called pseudolocality).

To de�ne the composition of PDOs, we need the notion of properly supported PDOs. IfA
is a PDO, we say it is properly supported if the projections � 1; � 2 : supp(K A ) ! X are proper
maps (inverse image of a compact set is compact). Such a PDO extends by duality to maps on
C1

0 (X ), C1 (X ) and E0(X ).
Furthermore, we will say a PDO A is smoothing, if it extends to a map A : E0(X ) ! C1 (X ).

By a standard lemma, this is equivalent to saying thatK A 2 C1 (X � X ), which is also equivalent
to A 2 	 �1 (X ), by the property (2.14) below.

Now given a PDO A, we may write it as A = A0 + A1 where A0 properly supported
and A1 smoothing, by cutting o� near the diagonal; then the composition of two properly
supported PDOs is a properly supported PDO, which can be seen by choosing appropriate
symbols. Furthermore, composition of any two PDOs is de�ned by taking any two properly
supported representatives { one can show this operation is well-de�ned modulo smoothing.

If we are given a PDO A 2 	 m (X ), then one can show that it de�nes continuous maps
(similar to di�erential operators):

A : H s
comp(X ) ! H s� m

loc (X ) (2.14)
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Here H s
loc(X ) denotes the Sobolev space of distributions inX that are locally in H s, equipped

with the topology given by seminorms u 7! k �u ks for � 2 C1
0 (X ), while H s

comp(X ) = E0(X ) \
H s(X ) as a set, equipped with the (locally convex) inductive limit topology induced from H s(K )
(distributions in H s with support in a compact K � X ).

Finally, given a di�eomorphism ' : X ! X 1, it can be proved that setting A1u = A(u� ' ) � ' 1

de�nes a pseudodi�erential operator of the same order asA on X 1, where A a PDO on X and
' 1 = ' � 1. This enables us to de�ne a PDO on a manifold:

Definition 2.8. An operator A : C1
0 (M ) ! C1 (M ) is a PDO of order m if for any chart

' : X � M ! X 1 � Rn , the operator A1 induced on X 1 is a PDO of order m. We denote the
space of such operators by	 m (M ).

Moreover, since the classes of symbols are preserved under di�eremorphisms (changes of
variables), we may talk about the space of symbolsSm (T � M ) in the cotangent bundle; however,
given a PDOA 2 	 m (M ), we only have a well-de�nedprincipal symbol � m (A) 2 Sm (T � M )=Sm� 1

(T � M ) { the full symbol is not well-de�ned in general. Similarly, the spaces of classical sym-
bols CSm (T � M ), classical pseudodi�erential operators C	 m (M ) and their principal symbols
(now proper functions on T � M ) are well-de�ned by analogous statements (see the de�nition of
a classical symbol below).

2.3.3. Symbol calculus. Assume that we have a strictly decreasing sequencemj of integers
for j � 0 and assumeaj 2 Sm j (X; X ). Then it is an important fact that there exists a symbol
a 2 Sm0 (X; X ) such that (sometimes referred to as the Borel's construction):

a(x; y; � ) �
1X

j =0

aj (x; y; � )

in the sense thata�
P r � 1

j =0 aj 2 Sm r (X; X ) for every r � 1; if we hada0 with the same expansion
then clearly a � a0 2 S�1 (X; X ).

Given a properly supported PDO A, we may de�ne its standard (left) symbol � A (x; � ) by:

� A (x; � ) = e� � (x)Ae� (x)

where e� (x) = eix� ; let us denote the space of symbols of orderm that are independent of y by
Sm (X ). This clearly generalises the standard formula for a di�erential operator A. It can be
proved that � A (x; � ) de�nes a symbol for A in the appropriate class { more precisely, given a
symbol a(x; y; � ), there is an asymptotic expansion formula for the standard symbol:

� A (x; � ) �
X

�

1
� !

@�
� D �

y a(x; y; � )jx= y (2.15)

This can be proved by writing down the de�ning equation and Taylor expanding (carefully) in
(y � x) and (� � � ), where we integrate over� 2 Rn and y 2 X . Finally, this proves there is a
bijection between the quotients 	 m (X )=	 �1 (X ) and Sm (X )=S�1 (X ).

Sometimes it is useful to consider a special class of symbols { we will callaj 2 Sj (U � Rn ) a
classical symbolif it is positively homogeneous in � of order j (i.e. a(x; y; r� ) = r j a(x; y; � ) for
r > 0). Denote the subspace of such symbols byCSj (U � Rn ) and the corresponding operators
by C	 j (X ). By cutting o� the singularity at � = 0 (by a suitable bump function), we recover the
asymptotic expansions in a meaningful way, and the composition of properly supported classical
operators can be shown to be classical.

2.3.4. The semiclassical world. See [24, 52, 87] for more details. Physically, pseudo-
di�erential operators model the correspondence between the classical observables, which are
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just functions on the phase space (standard symbols), and the quantum observables, which are
self-adjoint operators onL 2(R3). For example, the momentum operator corresponds to the clas-
sical momentum via conjugating by Fourier transform: hD x = F � 1

h � Fh ; the energy function

E = � 2

2m + V(x) corresponds to the Schr•odinger operatorH = � h2

2m � + V (x) (we can add the
magnetic part, too).

The h parameter (the Planck constant) comes into play when we want to consider the
\classical limit" h ! 0, i.e. this limit corresponds to the limit of quantum mechanics to classical
mechanics (Bohr correspondence principle). The mathematical branch that studies this limit is
called the semiclassical analysis; in particular it studies the spectrum of the Schr•odinger operator
as h ! 0.

Sometimes,h is not the Planck constant, but rather a di�erent quantity { e.g. the inverse of
the square root of energy in the high-energy spectral problems and can be many other things.
Moreover, semiclassical analysis plays a role in the WKB (Wentzel, Kramers, and Brillouin)
approximation, which originally constructs approximate (up to order O(h1 )) solutions to the
Schr•odinger equation, by setting the amplitude ansatz to be an asymptotic sum of the form
a =

P
hj aj and the phase function to be a multiple of h� 1. By gathering powers of h in the

Schr•odinger equation, we may then inductively solve forai and obtain the approximate solution.
More generally, this method can be applied to di�erential equations with top order coe�cient
a multiple of h { this type of construction we also apply in Chapter 4, where we construct the
Gaussian Beams.

We will consider the following special class ofsemiclassical symbols, de�ned for open X � Rn ,
m; k 2 R. Let us say that a 2 Sm;k (X � X ) is polyhomogeneousif a 2 Sk

h (X � X ) and:

a(x; y; � ; h) �
1X

j = � m

a� j (x; y; � )hj ; a� j 2 Sk� m� j (X � X )

in the usual sense thata �
P N � 1

j = � m a� j hj = OSk � m � N (X � X ) (h
N ).7 Given such a symbola 2

Sm;k (X � X ), we may de�ne an operator:

Ahu(x) = (2 �h ) � n
Z Z

e
i
h (x� y)� a(x; y; � ; h)u(y)dyd� (2.16)

that we call a semiclassical pseudodi�erential operator of order (m; k) and denote the set of
such operators by 	 m;k (X ). We will use the abbreviations Ss(X � X ) := S0;s(X � X ) with the
corresponding operator class 	s(X ) and call them operators of orders. Note that as de�ned,
Ah is map:

Ah : C1
0h(X ) ! C1

h (X )

where the asymptotical properties ofAhuh(x) as h ! 0 are determined by the so called \station-
ary phase lemma", which computes the exact asymptotic behaviour of the expression (2.16) { if
a 2 h� m Sk (X � X ), then Ahuh 2 h

n
2 + kC1

h (X ). We emphasise at this point that the de�nition
of Vh is important ( V is a LCS), in the sense that for each� 2 Vh , we really want for every
seminorm p� on V to have an appropriate N � > 0 with p� (hN � � ) bounded.

As before, we have an asymptotic summation lemma, i.e. given a sequenceam j 2 Sm j (X � X )
with mj strictly decreasing to �1 , there is a 2 S0;m 0 (X � X ) such that:

a(x; y; � ; h) �
1X

j =0

am j (x; y; � )hj

7Meaning that for every seminorm p� de�ning the LCS topology on Sk � m � N , p�
�
a �

P N � 1
j = � m a� j hj �

= O(hN )
as h ! 0.
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Such a semiclassical symbola is unique modulo smoothing symbols inS�1 ;�1 (X � X ) =
\ m;k Sm;k (X � X ), which is the set of all b 2 C1

h (X � X � Rn ) for which we have b = OSM (hN )
for all M; N .

Furthermore, we still have the appropriate Schwartz kernel (h dependent) of a semiclassical
PDO, given by the oscillatory integral K A 2 D 0

h(X � X ):

K A (x; y; h) = (2 �h ) � n
Z

a(x; y; � ; h)e
i
h (x� y)� d�

We will call the operator A properly supported in this case, if the projection maps � 1; � 2 :
supp(K A ) ! X � X are proper, where supp(K A ) is de�ned as the unions of the appropriate sets
for each �xed h; we may always splitA = A0+ A1 as a sum of a properly supported operator and
a smoothing term. Then A extends by duality to maps on the setsE0

h(X ); D0
h(X ) and C1

h (X ),
and the compositions of such operators are well-de�ned.

Given a properly supported operatorA, we de�ne its left (standard) symbol by the formula
aL (x; � ; h) = e� � (x)(Ae� )(x), where now e� (x) = e

i
h �x ; we may always compute the standard

symbol via the formula (c.f. (2.15)):

� A (x; � ; h) �
X

�

hj � j

� !
@�

� D �
y a(x; y; � ; h)jy= x

Building on this formula, one can easily obtain the composition calculus of two semiclassical
PDOs. More precisely, givena(x; � ) 2 Sm;k and b(x; � ) 2 Sm0;k0

properly supported, de�ning
A 2 	 m;k and B 2 	 m0;k0

, we have the following expression for the standard symbolc of
C := A � B 2 	 m+ m0;k+ k0

:

c(x; � ) �
X

�

hj � j

� !
@�

� a(x; � )D �
x b(x; � )

As in the ordinary PDO case, it can also be shown that difeomorphisms preserve the symbol
classes. Moreover, we may extend the theory to manifolds { this means that for a manifoldM ,
we have the notion of 	 m;k (M ), the space of pseudodi�erential operators of order (m; k) (c.f.
De�nition 2.8). Also, we may de�ne Sm;k (T � M ) to be the space of left (standard) symbols;
then the principal symbol � m;k (A) of an operator A 2 	 m;k (M ) is well-de�ned as an element of
the quotient Sm;k (T � M )=Sm� 1;k� 1(T � M ). We denote the space of operator of order (0; s) by
	 s(M ) and call them operators of orders.

We record the following fact for future purposes: given smooth cut-o� functions �;  2
C1

0 (M ) with disjoint supports and A 2 	 m;k (M ), then we have the following consequence of
pseudolocality and the non-stationary phase lemma (c.f. item 3. in Subsection 2.3.2):

�A 2 	 �1 ;�1 (M ) (2.17)





CHAPTER 3

Boundary determination for a connection and a matrix potential

In this chapter, we prove that if we put the connection in a suitable gauge and \normalise"
the metric appropriately, we may determine the full Taylor series of a connection, metric and
matrix potential from the DN map on a vector bundle with m > 1. The case ofm = 1 was
already considered in [21] (Section 8) and this section generalises the result proved there. The
approach is based on constructing a factorisation of the operatord�

A dA + Q modulo smoothing,
from which we deduce that � g;A;Q is a pseudodi�erential operator of order one whose full symbol
determines the mentioned Taylor series.

3.1. PDOs on vector bundles

Before going into proofs, let us briey lay out some of the notation that goes into pseudodif-
ferential operators on vector bundles over manifolds (see [55] and [54] for more details). Firstly,
the local symbol calculus and the semiclassical symbol calculus that we developed in Subsec-
tion 2.3.3 and Subsection 2.3.4 carries over to matrix valued symbols (starting from (2.12)); in
particular, the asymptotic summation properties clearly generalise to this case.

So given X � Rn open, k; l 2 N and m; k 2 R, we have the left symbol classes (and
more generally, (x; y)-dependant symbols) Sm;k (X ; Clk ) of l by k matrices, whose entries are
symbols in Sm;k (X ) { this symbol class yields a map A : C1

0h(X; Ck ) ! C1
h (X; Cl ) via the

formula (2.16), which we de�ne to belong to the class 	 m;k (X ; Clk ). We will also say that A is
Clk -valued semiclassical PDO onX .

Then given a Riemannian manifoldM and vector bundlesE and F over M , we say that a
linear map A : C1

0h(M ; E) ! C1
h (M ; F ) is a semiclassical PDO of order (m; k) if for every chart

and some trivialisations ofE and F over this chart, the induced map in the local chart is in 	 m;k

(c.f. De�nition 2.8). We write A 2 	 m;k (M ; E; F ) for the space of semiclassical PDOs of order
(m; k) and de�ne the space of smoothing operators 	�1 ;�1 (M ; E; F ) = \ m;k 	 m;k (M ; E; F );
we will abbreviate 	 m;k (X ; E) := 	 m;k (X ; E; E ). Such an operator extends by duality to a map
A : E0

h(X; E ) ! D 0
h(X; F ) (the transpose t A is de�ned by taking the transpose of the symbola

and swappingx and y).
For the ordinary (not h-dependent) PDO theory over vector bundles, we may just formally

\erase" the h-dependence { it is clear enough how this theory can be developed. In fact, for this
chapter we will specialise in the ordinary PDO theory.

Care should be taken when considering the composition calculus, since commutation prop-
erties of matrices jumps into play. More precisely, we have the following composition formula
(see the proof of Theorem 4.3 in [80]), which computes the symbol c modulo S�1 ;�1 of the
composition C = A � B of two matrix valued pseudodi�erential operators A (k by l) and B (l
by r ) with symbols a and b, respectively:

c(x; � ) �
X

�

hj � j

� !
@�

� a(x; � )D �
x b(x; � ) (3.1)

27
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Finally, we remark that the globally de�ned principal symbol of a semiclassical PDO A 2
	 m;k (M ; E; F ) is a well-de�ned element of the quotient

� m;k (A) 2 Sm;k
�

M ; Hom
�
� � (E ); � � (F )

� �
=Sm� 1;k� 1

�
M ; Hom

�
� � (E ); � � (F )

� �

where � : T � M ! M denotes the projection,� � is the pullback and Hom is the homomorphism
bundle.

Remark 3.1. One of the things that fails to hold for matrix pseudodi�erential operators and
holds for scalar ones, is that commutation decreases degree of the operator by one. However,
the following formula still holds if c denotes the symbol ofC = [ A; B ] (commutator bracket)
and a 2 Sm;k (X ; Cl2 ), b 2 Sm0;k0

(X ; Cl2 ) are the symbols ofA, B , respectively:

c(x; � ) = [ a; b](x; � ) +
h
i

f a; bg(x; � ) modulo Sm+ m0� 2;k+ k0� 2

where f a; bg(x; � ) =
P n

j =1

� @a
@�j

@b
@xj � @b

@�j
@a
@xj

�
denotes the matrix valued Poisson bracket.

3.2. Boundary determination

We are now ready for the main proofs { we assume that (M; g) is a compact n-dimensional
manifold with non-empty boundary N = @Mand E = M � Cm a Hermitian vector bundle with
a unitary connection A and Q an m � m matrix whose entries are smooth functions. We will be
working in semigeodesic coordinates near@Mand we denote byxn the normal coordinate and by
x0 = ( x1; x2; : : : xn� 1) the local coordinates in @M. Furthermore, we have in these coordinates
that g =

P
�;� g�� (x)dx� dx� + ( dxn )2; also, in what follows the summation convention will

be used to sum over repeated indices and when using Greek indices� and � , the summation
will always be assumed to go over 1; : : : ; n � 1. We use the notation Dx j = � i@x j = � i @

@xj

and jgj = det ( gij ) = det ( g�� ). We start by proving an analogue of Lemma 8.6 in [21] and
Proposition 1.1 in [50].

Lemma 3.2. Let us assumeA satis�es condition (3.12). There exists aCm� m -valued pseu-
dodi�erential operator B (x; D x0) of order one on @M, depending smoothly onxn 2 [0; T] for
someT > 0, such that the following factorisation holds:

d�
A dA + Q = ( Dxn � Id + iE (x) � Id � iB (x; D x0))( Dxn � Id + iB (x; D x0)) (3.2)

modulo smoothing, whereE(x) = � 1
2g�� (x)@xn g�� (x).

Proof. First of all, we have that:

(d�
A dA + Q)u = � g(u) � 2gjk A j

@u
@xk

+ ( d� A)u � gjk A j Aku + Qu (3.3)

where A = A i dxi . Furthermore, we have

� g = D 2
xn + iED xn + Q1 + Q2

where

Q1(x; D x0) = � i
� 1

2
g�� (x)@x � log jgj(x) + @x � g�� (x)

�
Dx � and Q2(x; D x0)

= g�� Dx � Dx �

We denote the symbols ofQ1 and Q2 by q1 and q2 respectively and de�neG = ( d� A)� g�� A � A � +
Q. Thus by using (3.3), we can rewrite (3.2) as

B 2 � EB + i [Dxn � Id; B ] = Q1 � Id + Q2 � Id � 2g�� A � @x � + G
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modulo smoothing. Moreover, by taking symbols we obtain:
X

� � 0

1
� !

@�
� 0bD�

x0b� Eb + @xn b� q1 � Id � q2 � Id + 2 ig �� A � � � � G = 0 (3.4)

modulo S�1 , where b is the symbol of B and we have used (3.1) and Remark 3.1. Let us put
b(x; � 0) =

P
j � 1 bj (x; � 0), where bj is homogeneous of orderj in � 0. We may then determine bj

inductively, starting from degree two in (3.4):

(b1)2 = q2 (3.5)

so we may setb1 = �
p

q2 � Id (this sign will be important later) and q2 = g�� � � � � . Next, we
have:

b0 =
1

2
p

q2

�
@xn b1 � Eb1 � q1 � Id + 2 ig �� A � � � + r � 0b1 � r x0b1

�
(3.6)

b� 1 =
1

2
p

q2

�
@xn b0 � Eb0 � G +

X

0� j;k � 1; j + k= jK j

@K
� 0 bj D K

x0bjK j� j

K !

�
(3.7)

bm� 1 =
1

2
p

q2

�
@xn bm � Ebm +

X

m� j;k � 1; j + k= jK j+ m

@K
� 0 bj D K

x0bk

K !

�
(3.8)

where the last equation holds for allm � � 1. Therefore we obtainb 2 S1 and henceB 2 	 1 as
well, such that (3.2) holds. �

We have established the existence of the factorisation (3.2) and now it is time to use it to
prove facts about the DN map. The following claim is analogous to Proposition 1.2 in [50] {
the main di�erence is that now we are using matrix valued pseudodi�erential operators, so we
need to make sure that appropriate generalisations hold.

Proposition 3.3. The DN map � g;A;Q is a Cm� m -valued pseudodi�erential operator of
order one on @Mand satis�es � g;A;Q � � B j@M modulo smoothing.

Proof. Assume without loss of generality that A satis�es condition (3.12) (see the para-
graph after this Proposition). Let us take f 2 H

1
2 (@M; Cm ) and u 2 D 0(M ; Cm ) that solves

the Dirichlet problem L A;Q u = 0 with uj@M = f . Then by Lemma 3.2 we obtain the following
equivalent local system:

(Dxn � Id + iB )u = v with ujxn =0 = f (3.9)

(Dxn � Id + iE � Id � iB )v = h 2 C1 ([0; T] � Rn� 1; Cm ) (3.10)

for someT > 0 and a local coordinate systemx0 = ( x1; : : : ; xn� 1) at @M. By (3.10) and Remark
1.2 from Treves [80], we may furthermore assume thatu 2 C1 ([0; T]; D0(Rn� 1; Cm )).

Then writing t = T � xn , we may view the equation (3.10) as backwards generalised heat
equation:

@t v � (B � E � Id )v = � ih

and by standard elliptic interior regularity we obtain that u is smooth and hence, so isvjxn = T .
Since the principal symbol of B is negative, by Lemma A.11 it satis�es Condition A.9 (the
basic hypothesis of a well-posed heat equation { see Section A.2 for more details) and so the
solution operator for this equation is smoothing by Theorem 1.2 in Chapter 3 of [80]. Thus
v 2 C1 ([0; T] � Rn� 1; Cm ).
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Let us set Rf := vj@M { the above argument showsR is a smoothing operator and also
Dxn uj@M = � iBu j@M + Rf . Therefore @xn uj@M � Buj@M modulo smoothing, which proves the
claim. �

The �nal step in this procedure is to express the Taylor series ofg, A, q in terms of the
symbolsf bj j j � 1g that we obtained in Proposition 3.3. However, before proving such a result,
we need to \normalise" the metric and the connection { here we refer to our Lemma 2.4 and
to Lemma 2.1 (b) from [47]: there exists an automorphismF of E such that F j@M = Id and
a positive function c on M , with cj@M = 1 and @� cj@M = 0 ( � is the outer normal) such that
~A = F � (A) and ~g = c� 1g satisfy:

~@j
xn (~g��

~@xn ~g�� )(x0; 0) = 0 for j � 1 (3.11)

~An (x0; ~xn ) = 0 (3.12)

where by (x0; ~xn ) we have denoted the ~g-boundary normal coordinates and ~@xn denotes @~xn ;
(3.12) holds for all su�ciently small ~xn , i.e. in a neighbourhood of the boundary. Also notice
that the condition (3.11) is equivalent to L j

~N
~H j@M = 0 for j � 1, as stated in [47]; here ~N = ~@xn ,

L is the Lie derivative and ~H is the mean curvature of the hypersurfaces given by setting ~xn

equal to constant. Then by the invariance property of the DN map, we have �g;A;Q = � ~g; ~A; ~Q

for Qc = c
n � 2

4 � g(c� n � 2
4 ) � Id and ~Q = c(F � 1QF + Qc) = c(F � (Q) + Qc). We will call a

triple f g; A; Qg that satis�es conditions (3.11) and (3.12) normalised. Moreover, we will use the
notation f 1 ' f 2 to denote that f 1 and f 2 have the same Taylor series (as in [21]).

Theorem 3.4. Assume M satis�es dim M = n � 3 and the triple f g; A; Qg is normalised.
Let W � @M open, with a local coordinate systemf x1; : : : ; xn� 1g and let f bj j j � 1g denote
the full symbol ofB (see Lemma 3.2) in these coordinates. At any pointp 2 W , the full Taylor
series of g, A and Q can be determined by the symbolsf bj g by an explicit formula.

In particular, if � g1 ;A 1 ;Q1 = � g2 ;A 2 ;Q2 and we assume thatf gi ; A i ; Qi g are normalised for
i = 1 ; 2, then g1 ' g2, A1 ' A2 and Q1 ' Q2. Moreover, if � g1 ;A 1 ;Q1 = � g2 ;A 2 ;Q2 and g1 ' g2

on all of @M, then we also have~A1 ' ~A2 and ~Q1 ' ~Q2, for ~A i = F �
i (A i ) and ~Qi = F �

i (Qi )
for i = 1 ; 2; here Fi are automorphisms ofE satisfying Fi j@M = Id and such that ~A i satisfy
condition (3.12) for i = 1 ; 2.

Proof. Since we have:

@xn g�� = � (g�� @xn g� )g�

it su�ces to determine the inverse matrix g�� and its normal derivatives. By the formula (3.5),
we have that b2

1 = � g�� � � � � determinesg�� j@M.
If we write ! = � 0

j � 0jg
and use the notation:

k�� = @xn g�� � (g� @xn g� )g��

then we may rewrite (3.6) as follows:

b0 = ig �� A � ! � �
1
4

k�� ! � ! � � Id + T0(g�� )

where T0 depends only ong�� j@M, which is already explicitly determined.
Thus, by plugging in � ! , we may recoverA � and k�� ; it is not hard to see that:

k�� g�� = (2 � n)@xn g�� g��
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and we may therefore write:

@xn g�� = k�� +
1

2 � n
(k� g� )g�� (3.13)

In the next step we will use the notation l �� = 1
4@xn k�� + Qg�� . Then we may rewrite (3.7) as:

b� 1 =
1

2
p

q2
(ig �� (@xn A � )! � � l �� ! � ! � ) + T1(g�� ; @xn g�� ; A � )

where T1 is an expression that depends only ong�� , @xn g�� and A � which have already been
explicitly determined. Therefore, we may recoverl �� and @xn A � . Now, inductively we may
prove the formula:

bm� 1 =
� 1

2
p

q2

� m� 1
(ig �� @jm� 1j

xn A � ! � � @jmj
xn l �� ! � ! � )

+ Tm� 1(g�� ; : : : ; @jm� 1j
xn g�� ; A � ; : : : ; @jmj

xn A � ; Q; : : : ; @jm+1 j
xn Q)

for m � � 1, whereTm� 1 only depends on the quantities in the bracket. Therefore, by induction
we may explicitly determine @j

xn l �� and @j
xn A � for all j � 0.

Finally, we claim that we may inductively recover @j +2
xn g�� and @j

xn Q for any j � 0; let us
also denoteSj = g�� @j

xn g�� . For the base casej = 0, notice that @xn (g�� @xn g�� ) = 0, which
implies that S2 = � @xn g�� @xn g�� , i.e. we knowS2.

Therefore, since we knowl �� , we may also explicitly determine 1
4@2

xn g�� � Id + Qg�� =: P ��
0 .

This implies:

P ��
0 g�� = ( n � 1)Q +

1
4

S2

from which we easily infer the knowledge ofQ and hence also of@2
xn g�� .

For the inductive step, we may do something very similar: we have that for j � 1, the
quantity P ��

j = 1
4@j +2

xn g�� + ( @j
xn Q)g�� is determined, since the condition@j +1

xn (g�� @xn g�� ) = 0
determinesSj +2 by previously reconstructed quantities. Then by the formula:

P ��
j g�� = ( n � 1)@j

xn Q +
1
4

Sj +2

we may determine@j
xn Q and thus, @j +2

xn g�� as well. This completes the proof of the induction
and of the theorem, since two formal expansions of the same operator in terms of classical
symbols that agree moduloS�1 , must also be congruent. �

Let us emphasise that a key role in the above generalisations to the vector case is played by
the fact that the operator d�

A dA + Q has a principal symbol that is a scalar multiple of identity;
the necessary algebra then unveils in much the same way as in the scalar case. A couple of
remarks are in place.

Remark 3.5 (Boundary determination for surfaces). There are a few reasons to exclude
the case dimM = 2 in Theorem 3.4. To start with, after the proof of Proposition 1.3 in [ 50],
the authors (considering the caseE = M � C, A = 0 and Q = 0) remark that all the symbols
of B satisfy bj = 0 for j � 0 (easily checked forb0 by direct computation and for the rest
by induction); in other words, if we choose b1 = � � 1

p
g11, the factorisation (3.2) becomes a

factorisation into honest di�erential operators where B = �
p

g11Dx1 , which is in compliance
with the additional conformal symmetry of the Calder�on problem for surfaces. Secondly, the
equation (3.13) clearly fails to hold whenn = 2 { in that case k11 = 0 clearly so there is no extra
information from this expression. However, when we introduce a connection and a potential,
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one can show that (chooseb1 = � � 1
p

g11 again):

b0 = i
p

g11A1

2� 1b� 1 = @x2 A1 �
�
@x1

p
g11

�
A1 �

Q
p

g11

Thus, the DN map determines the values ofg11 and A1 at the boundary (recall that A2 = 0 in
a neighbourhood of the boundary). Therefore, we may also determine@x2 A1 � Qp

g11
from the

expression forb� 1 and so if Q = 0, we determine the normal derivative of order one@x2 A1 { we
will need this fact for a later application. If we go on to compute b� 2, we see that it su�ces to
determine @x2 g11j@M to compute derivatives @j

x2 A1j@M of all orders j � 2; however, again, we
know we cannot possibly determine@x2 g11j@M due to the additional conformal symmetry of the
problem in two dimensions.

Remark 3.6 (Local boundary determination). If we assume that � � @M is open and
� g1 ;A 1 ;Q1 (f )j � = � g2 ;A 2 ;Q2 (f )j � for all f 2 C0(�) and that the coresponding quantities are
normalised, then by the local nature of the above argument in Theorem 3.4, we have that:
g1j � ' g2j � , A2j � ' A2j � and Q1j � ' Q2j � .

We end this chapter with an observation that what we proved so far may be translated to
the setting of an arbitrary vector bundle E over M , rather than just the trivial one.

Remark 3.7 (The case ofE topologically non-trivial) . Firstly, observe that the factorisation
(3.2) and so Lemma 3.2 generalises to this case { the construction that is performed there is
independent of the fact that An = 0, by standard arguments of construction of global PDOs.
So we obtain a �rst order PDO B acting on sections and the local calculations in Lemma 3.2
(equations (3.6), (3.7), (3.8)) carry over in the trivialisation where An = 0. Therefore, by the
proof of Proposition 3.3, we have �g;A;Q � � B j@M modulo smoothing.

Our main result of the chapter, Theorem 3.4, remains valid in the following form. By Lemma
2.4 we may assume that (A � B )( @

@xn ) = 0 in a neighbourhood of the boundary. For a coordinate
chart W � @M and some given trivialisation of E jW , we may extend this trivialisation to a
neighbourhood W � [0; � ) of W in M . Again, by the proof of Lemma 2.4 we may change the
trivialisation by a gauge transformation such that An = Bn = 0 locally. Then the extraction of
the Taylor series from the full symbol of B works the same as before and we have the full jet of
(A � B ) 2 
 1(M ; End E) vanishing at the boundary.

Remarks 3.5 and 3.6 clearly generalise to this setting.



CHAPTER 4

Gaussian Beams

In this chapter, we will construct the Gaussian Beam quasimodes (or generalised approxi-
mate eigenfunctions) that concentrate near geodesics, for the purposes of constructing the CGO
solutions in the case where the transversal manifold is not necessarily simple. Moreover, we will
use the method described in [23], where it was used in the case of a scalar potential and no �rst
order term { here we also consider the vector case and a �rst order term. More precisely, we
consider CGO solutions of the forme� sx1 (vs + r s) for the general operator � + X + q, where
s = � + i� , with � and � real; we want to guarantee certain behaviour of the solutions in the
limit as � ! 1 . In Section 4.1 we construct the Gaussian Beams and in Section 4.2 we use
them to construct the CGOs. We start by motivating our de�nition:

� Sincevs is the main part of the solutions we would like to haveesx1 (� + X + Q)e� sx1 vs

small in L 2 norm.
� The solutions should concentrate along geodesics in a certain way.
� Simple manifold case: this is covered in Proposition 4.3 below and motivates the general

transversal manifold case.

Throughout the chapter, we are working in the setting of M b (R� M 0; e� g) with dim M 0+
1 = dim M = n � 3.

Definition 4.1 (Generalised quasimodes). Given a family of functions vs on M depending
on a parameter s = � + i� (�; � 2 R), we say that vs is a generalised approximate eigenfunction
or generalised quasimode ifkvskL 2 (M ) = O(1) as � ! 1 and:




�

(� g + X + q) + s(2
@

@x1
� X 1) � s2

�
vs





L 2 (M )
= kesx1 (� + X + q)e� sx1 vskL 2 (M )

= o(j� j)

Remark 4.2. The main di�erence between this and the de�nition of a quasimode found
in [23] is that the de�nition of a quasimode is independent of the x1 direction, i.e. vs there was
a function de�ned on M 0 only and it was only asked that k(� � s2)vskL 2 (M 0 ) = o(j� j). This
produces certain problems for us in the sense that the twisted Laplaciand�

A dA now splits in a
non-trivial way in an x1 component, x0 component and a mixed component, unlike the ordinary
Laplacian, � e� g = �j gj � 1=2 @

@x1

�
jgj1=2 @

@x1

�
+ � g. As we will shortly see, this amounts to solving

a certain �@-equation, which complicates things.

4.1. Main constructions of Gaussian Beams

We will focus on constructing generalised quasimodes. A complex vector �eldX on M is a
skew-Hermitian vector �eld if X � = � X in the complexi�ed tangent bundle TCM ; moreover, we
have the notion of a skew-Hermitian matrix of vector �elds, which is a clear generalisation of
the previously de�ned term. As a warm up for the general construction, we will �rst deal with
the easy case of line bundles andM 0 simple, which comes out of our work in Chapter 6 { in this
case we have an ansatz for the eikonal equation.

33
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Recall also that a unit speed geodesic : [0; L ] ! M is called non-tangential if  (0);  (L ) 2
@Mand _ (0); _ (L ) are not parallel to @M, with  (t) in the interior of M for 0 < t < L .

Proposition 4.3. Let (M 0; g) be a simple manifold and : [0; L ] ! M 0 a non-tangential
geodesic and let� be a real parameter. LetX and Y be two smooth skew-Hermitian vector �elds
on M . Then there exists a family of generalised quasimodes satisfying the above conditions, i.e.
if s = � + i� , then there existsvs; ! s 2 C1 (R � M 0) such that:




�

(� g + X + q) + s(2
@

@x1
� X 1) � s2

�
vs





L 2 (M )
= o(j� j) and kvskL 2 (M ) = O(1)




�

(� g + Y + q) � s(2
@

@x1
� Y1) � s2

�
! s





L 2 (M )
= o(j� j) and k! skL 2 (M ) = O(1)

as � ! 1 and for each � 2 C(M 0) and x0
1 2 R we have:

lim
� !1

Z

f x0
1g� M 0

vs �! s�dV g =
Z L

0
e2�t e� 1+ �� 2 � ( (t))dt

where � 1 and � 2 are smooth onR � [0; L ] and satisfy the following equations:1
�

@
@x1

+ i
@
@r

�
(� 1) =

1
2

(X 1 + iX r ) and
�

�
@

@x1
+ i

@
@r

�
(� 2) =

1
2

(� Y1 + iYr )

Proof. As in Section 6.1.1, consider a simple manifoldD which contains M 0 and a point
p 2 D such that R � f pg is disjoint from M and consider the global polar coordinate system
at this point. Furthermore, we proceed by picking a di�erent conjugating exponent { we let
� = x1 + ir . By Lemma 6.1:

es�
�

� + X + q
�

e� s� us = (� + X + q)us � s
�

� � + X (� ) � 2hd�; d �i
�

us � s2jd� j2us

One wants to have a handle on the size of the right hand side, so one equates the linear and
the quadratic terms in s to zero; this is done in Chapter 6. The same construction gives us
us = jgj � 1=4 � a � b� (� ), where a and b� 2 C1 (Sn� 2) are chosen such that:

�
@

@x1
+ i

@
@r

�
(a) =

1
2

(X 1 + iX r )a

kb� k2
L 2 (Sn � 2 ) = 1 ; kb� k2

W 2;1 (Sn � 2 ) = O(� � ) and jb� j2dS ! � � 0

i.e. b� is a C1 approximation to the delta function, with � < 1; heredS is the volume element
of Sn� 2. We pick a of the form e� 1 , so that � 1 satis�es the equation:

�
@

@x1
+ i

@
@r

�
(� 1) =

1
2

(X 1 + iX r )

Now, given us as above, we setvs = e� isr us:

esx1 (� + X + q)e� sx1 vs = e� isr es� (� + X + q)e� s� us

= e� isr (� + X + q)
�

jgj � 1=4 � a � b� (� )
�

=: f

By using the properties ofb� and the boundedness of other factors, we see thatf is clearly equal
to O(� � ) in L 2(M ) with � < 1. But this exactly means that vs is a generalised approximate
eigenfunction. Analogously we construct the! s function with respect to Y , but with one di�er-
ence in mind { we take � x1 to be the Carleman weight (this will be important in the integral

1In these equations, we extend the domain of de�nition of X and Y from M to R � M 0 smoothly to compactly
supported vector �elds and with a slight abuse of notation still denote them the same.
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identity). Moreover, we have:
Z

f x0
1g� M 0

vs �! s�dV g !
Z L

0
e2�r e� 1+ �� 2 � ( (r ))dr

when � ! 1 , for eachx0
1, by using that the volume element onM 0 is dVg0 = jgj

1
2 dx2 ^ : : : ^ dxn

and the concentration properties ofb� . �

Now we are ready to make the passage to the case of the transversal manifold beingnon-
simple, with the previous proposition giving us some intuition. Most of the proof we are about
to see is analogous to the proof of Proposition 3.1 in [23]. The main di�erence is that, when
constructing the amplitude a in vs = eis � a, we do not get an ordinary di�erential equation {
we get that a satis�es a certain �@-equation. This complicates the construction ofa slightly and
uses the properties of�@-equations we discuss in Subsection 6.1.3. Moreover, the derivation of
the limit integral is also more involved. We will prove the following theorem for line bundles
�rst and then generalise to all vector bundles in a series of results after.

Theorem 4.4 (Main construction of the Gaussian Beams). Let  : [0; L ] ! M 0 be a non-
tangential geodesic and let� be a real parameter, withM 0 any compact manifold with boundary.
Let X and Y be two smooth skew-Hermitian vector �elds onM , which we extend to compactly
supported vector �elds on R � M 0 (still denoted X and Y). Then there exists a family of
generalised quasimodes satisfying the above conditions, i.e. ifs = � + i� , then there exists
vs; ! s 2 C1 (J0 � M 0), where J0 = [ � N0; N0] for some large positive integerN0, such that:




�

(� g + X + q) + s(2
@

@x1
� X 1) � s2

�
vs





L 2 (J0 � M 0 )
= o(j� j) and kvskL 2 (J0 � M 0 ) = O(1)




�

(� g + Y + q) � s(2
@

@x1
� Y1) � s2

�
! s





L 2 (J0 � M 0 )
= o(j� j) and k! skL 2 (J0 � M 0 ) = O(1)

as � ! 1 and for each � 2 C(M 0) and x0
1 2 [� N0; N0] we have:

lim
� !1

Z

f x0
1g� M 0

vs �! s�dV g =
Z L

0
e� 2�t e� 1+ �� 2 � ( (t))dt

where � 1 and � 2 are smooth onR � [0; L ] and satisfy the following equations:
�

@
@x1

� i
@
@r

�
(� 1) =

1
2

(X 1 � iX r ) and
�

@
@x1

� i
@
@r

�
( �� 2) =

1
2

(� Y1 + iYr ) (4.1)

Moreover, the following limit holds for vs and ! s and any one form � on M 0:

lim
� !1

1
�

Z

f x0
1g� M 0

h�; dv si �! s�dV g =
Z L

0
i� ( _ (t))e� 1+ �� 2 e� 2�t � ( (t))dt

lim
� !1

1
�

Z

f x0
1g� M 0

h�; d �! si vs�dV g = �
Z L

0
i� ( _ (t))e� 1+ �� 2 e� 2�t � ( (t))dt

Proof. Firstly, let us isometrically embed our manifold (M 0; g) into a larger closed manifold
( cM; g) of the same dimension. This is possible since we can form the manifoldcM = M 0 t @M0 M 0,
which is the disjoint union of two copies of M 0, glued along the boundary; g, X and Y are
smoothly extended to R � cM . We will extend the geodesic such that for� > 0 we have (t) 2
M̂ n M 0 for t 2 (� 2�; 0) [ (L; L + 2 � ); this is possible since is non-tangential. Let N0 be a
large positive integer such that (� N0; N0) � M 0 contains M and the support of X and Y ; let us
introduce the notation for the interval J1 := [ � N0 � 1; N0 + 1].

Let us �rst introduce a set of local coordinates along the geodesic; a detailed account of
this can be found in [23]. Since our manifold is compact and has no loops, we can assume
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F



�

I (1) � B I (2) � B

U(1) U(2)

' 1 ' 2

p1

t1 t2

Figure 1. An illustration of the local di�eomorphism F obtained from Fermi co-
ordinates: the cover of the geodesic is given by charts (U(1) ; ' 1) and (U(2) ; ' 2),
with ' i (U(i ) ) = I (i ) � B for i = 1 ; 2. Red colour delimits theU(1) piece, the green
one delimits U(2) and  (t1) =  (t2) = p1.

 self-intersects only �nitely many times, at 0 < t 1 < : : : < t N 0 < L and that there is an open
cover f (U(j ) ; ' j )gN 0+1

j =0 of  ([� �; L + � ]) such that ' j (U(j ) ) = I (j ) � B , where I (j )s are open
intervals and B a small n � 2-dimensional ball. Also, ' j ( (t)) = ( t; 0) and t j s belong only to
I (j )s and �I (j ) \ �I (k) = ; unless jj � kj � 1; ' i s agree on overlaps. These are called theFermi
coordinates and they have the following two properties along the geodesic: the metric is diagonal
and @i gjk = 0 (and so the Christo�el symbols vanish). Also, let us denote by F the map from
U = [ � 2�; L +2 � ] � B to cM , which restricts to the inverse charts onI (i ) � B s; this is well de�ned
since the charts agree on overlaps. The mapF is locally a di�eomorphism, but is not globally
because of self-intersections of the geodesic (see Figure 1).

Rather than constructing the quasimode locally, near a pointp0 =  (t0) on  ([� �; L + � ]),
observe that we may use the mapF as a local di�eomorphism and pull back all the data (g,
X and Y) to R � U { let us still denote the pullbacks with the same letters. Let us also use
the notation D i := J i � U for i = 0 and 1. We will use the coordinate y on B and denote the
geodesic in these local coordinates as � =f (t; 0)g in U. Furthermore, we will construct the
quasimode onD and then provide a method to pushforward this quasimode toJ0 � M 0.

Let us seek for solutions of the formvs = eis � a, where a and � will be complex functions
supported in jyj < � 0=2. Then we have:

esx1 (� + X + q)e� sx1 vs = eis � e� s(� x1+ i �) (� + X + q)es(� x1+ i �) a

= eis �
n

(�+ X + q)a+ s
�

2
@a
@x1

� 2ihd� ; dai +
�

� X 1 + iX (�)
�
a+ i �(�) a

�
� s2(1 � j d� j2)a

o
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by putting � = � x1 + i � and using Lemma 6.1. Firstly, let us solve jd� j2 = 1 up to order jyjN

on �. We look for � in the form � =
P N

j =0 � j , where:

� j =
X

j � j= j

� j;� (t)
� !

y�

are the homogeneous components and we writegjk =
P N

l=0 gjk
l + r jk

N +1 , where

gjk
l (t; y) =

X

j � j= l

gjk
l;� (t)

� !
y� and r jk

N +1 = O(jyjN +1 )

is the remainder in Taylor's theorem. By the properties of the coordinates, we havegjk
0 = � jk

and gjk
1 = 0. Let us accordingly choose � 0(t; y) = t and � 1(t; y) = 0. Most of the next step

follows from the lines of [23], but we give it here for completeness:

hd� ; d� i � 1 = gjk @j � @k � � 1 = (1 + g11
2 + : : : )(1 + @t � 2 + : : : )(1 + @t � 2 + : : : )

+ 2( g1�
2 + : : : )(1 + @t � 2 + : : : )(@y� � 2 + : : : )

+ ( � �� + g��
2 + : : : )(@y� � 2 + @y� � 3 + : : : )(@y� � 2 + @y� � 3 + : : : ) � 1

= [2@t � 2 + r y � 2 � r y � 2 + g11
2 ] +

NX

p=2

(: : : ) + O(jyjN +1 )

We want to choose � i such that the �rst bracket and the sum above vanish. We pick � 2(t; y) =
1
2H (t)y � y where H (t) is a smooth complex symmetric matrix. For the �rst bracket to vanish,
we need to have:

_H (t) + H (t)2 = F (t)

whereF (t) is the symmetric matrix determined by g11
2 (t; y) = � F (t)y � y. ChoosingH0 = H (t0)

for t0 := � 2� to be any complex symmetric matrix with Im( H ) positive de�nite; following [ 23]
this Riccati equation has a unique smooth complex symmetric solutionH (t) with Im( H (t))
positive de�nite for all t 2 [� 2�; L + 2 � ]. Now we �nd � 3; : : : ; � N by inductively solving the
�rst order ODEs along � with an initial condition at t0, obtained by collecting the homogeneous
terms in y of higher order in the previous expansion. We obtain a smooth � such that jd� j2 = 1
up to order jyjN .

Now we turn to the more interesting step, how to solve:

s
h
2

@a
@x1

� 2ihd� ; dai + ( � X 1 + iX (�)) a + i �(�) a
i

+
�

� + X
�

a = 0

up to order jyjN . We look for a in the form

a = �
n � 2

4 (a0 + s� 1a� 1 + � � � + s� N a� N )� (
y
� 0)

where � is a bump function de�ned such that � = 1 on jyj � 1=4, � = 0 for jyj � 1=2. We now
equate each degree ofs in the above expression to zero and obtainN + 1 equations for each
degree 1; 0; : : : ; � (N � 1):

2
@a0
@x1

� 2ihd� ; da0i +
�

� X 1 + iX (�) + i �(�)
�

a0 = 0

2
@aj
@x1

� 2ihd� ; daj i +
�

� X 1 + iX (�) + i �(�)
�

aj + (� + X )aj +1 = 0

for each j = � 1; : : : ; � N . Let us introduce � = i �� � X 1 + iX (�) and write � = � 0 + : : : +
� N + O(jyjN +1 ) for the Taylor expansion of � . We look for a0 = a00 + a01 + : : : + a0N where
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eacha0i is a homogeneous polynomial of degreei . Then the degree one equation becomes:

2
@

@x1
(a00 + : : : + a0N ) � 2ig jk @j � @ka + ( � 0 + � 1 + : : : )(a00 + : : : + a0N ) = 0

to order jyjN . After rewriting, this becomes:

= 2
@

@x1
(a00 + : : : a0N ) � 2i (1 + g11

2 + : : : )(1 + @t � 2 + : : : )(@t a00 + @t a01 + : : : )

� 2i (g1�
2 + : : : )(1 + @t � 2 + : : : )(@y� a01 + : : : )

� 2i (g� 1
2 + : : : )(@y� � 2 + : : : )(@t a00 + @t a01 + : : : )

� 2i (� �� + g��
2 + : : : )(@y� � 2 + : : : )(@y� a01 + : : : )

+ ( � 0 + � 1 + : : : + � N + O(jyjN +1 ))( a00 + a01 + : : : + a0N )

=
h
2

@a00

@x1
� 2i@t a00 + � 0a00

i
+

h
2

@a01

@x1
� 2i@t a01 � 2i@y� � 2@y� a01 + � 1a00 + � 0a01

i
+ : : :

where we have written down the �rst two terms in the y expansion. For us, the equation for
a00 is particularly important (it will give us the value of a0 along �). We have that � 0 =
(i �� � X 1 + iX (�))( t; 0), where we know that � = t + 1=2H (t)y � y + O(jyj3). Therefore, we
compute:

��( t; 0) = �j gj �
1
2

@
@xj

(jgj
1
2 gjk @�

@xk
) = �j gj �

1
2

@jgj
1
2

@t
� � jk H jk = � tr H (t)

So, our equation fora00 becomes:
� @

@x1
� i

@
@t

�
a00 =

1
2

�
X 1 � iX t + i tr H (t)

�
a00 (4.2)

which we have seen in a more general, matrix case. Here, we want a solution of the form
a00 = e� 1+ f 1 , so that we obtain, for @= 1=2(@=@x1 � i@=@t)

@� 1 =
1
4

�
X 1 � iX t

�
and

@f1
@t

= �
1
2

tr H (t) (4.3)

where � 1 is a function in both x1 and t, f 1 is a function of just t. Now for the rest of the a0i

for i > 0, we obtain a similar vector valued equation of the form:

@v+ Av + f = 0

where v and f are vectors andA is a matrix. The reason for this is that for i > 0, we get more
components in the Taylor expansion, so we get a coe�cient for each (think ofa0i s as vectors).
This is solvable by our previous work on fundamental solutions of such equations, so that we
produce an invertible matrix C such that

@C= � AC (4.4)

in R � (� 2�; L + 2 � ) (see Section 6.1.3). Then we tryv = Cu for some vector function u
and we get the equation: @u= � C � 1f , which we know how to solve in the bounded domain
J0 � [� 3

2 �; L + 3
2 � ], by e.g. multiplying f with a cut-o� function, equal to one on J0 � [� 3

2 �; L + 3
2 � ]

and supported in J1 � (� 2�; L + 2 � ) in order to extend it to the whole ( x1; t)-plane and use the
generalised Cauchy integral formula. Hence we determinea0 and proceed to determineai s for
i > 0 inductively. Notice also that X is compactly supported, so we may indeed take the zero
extension of it to the (x1; t)-plane and solve the �rst equation in (4.3).

At this point we make a remark about constructing the ! s solution, which is the solution
where we useesx1 exponent in the CGO solution (and hence the� s in the formulation of the
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theorem). The point is that everything just gets a minus sign at each spot where we usex1.
Checking through the details, we obtain a version of the equation (4.3) (we use the fact thatY
is skew-Hermitian):

@�� 2 =
1
4

�
� Y1 + iYt

�
and

@f2
@t

= �
1
2

tr H (t)

We are left with the terms of the form:

esx1 (� + X )e� sx1 eis � a = eis � �
n � 2

4

h
s2h2a + sh1 + � � � + s� (N � 1)h� (N � 1)

+ s� N (� + X )a� N

i
� (

y
� 0) + eis � �

n � 2
4 sb~� (

y
� 0)

where we havehj s to be equal to zero to orderjyjN on �; we also introduce b and ~� to describe
the leftover terms which appear upon di�erentiating the function � in a sum, but which therefore
are zero near and far away of �. Concretely, we haveb = 0 for jyj � � 0=4 and ~� = 0 for jyj � 1=2
and the most important fact about this term is that it is linear in s.

In order to determine some bounds onvs, let us introduce a positive constant c, for which
it holds that Im H (t)y � y � cjyj2. Then we have:

jeis � j = e� � Re � e� � Im � = e� �t e� �O (jyj2 )e� �
2 Im H (t)y�ye� �O (jyj3 ) (4.5)

jvs(x1; t; y )j . �
n � 2

4 e� 1
4 c� jyj2 � (

y
� 0) (4.6)

after decreasing� 0 if necessary and using the 1=4 factor in the exponential to dominate the
remaining O(jyj3) factor, for x1 2 J0. Thus we have:

kvskL 2 (J0 � U) . k�
n � 2

4 e� 1
4 c� jyj2 kL 2 (J0 � U) = O(1)



 esx1 (� + X )e� sx1 vs





L 2 (J0 � U)
.



 �

n � 2
4 e� 1

4 c� jyj2
�

� 2jyjN +1 + � � N + �b ~�
� 




L 2 (J0 � U)

= O(j� j
3� N

2 ) (4.7)

where the second line is equal toO(j� j � K ) upon setting N = 2K + 3, for any �xed K , a positive
integer.

Let us now record a boundary estimate for future purposes. Namely, since the geodesic
intersects the boundary @M0 transversely at t = 0 and t = L , we can introduce the implicit
coordinates f (t(y); y) : jyj < � 0g for some smooth function t(y) and small � 0 > 0. Then for � 0

small enough:

kvs(x1; �)k2
L 2 (@M0 \ U) =

Z

jyj<� 0
jvs(x1; t(y); y)j2dS(y) .

Z

Rn � 2
�

n � 2
2 e� 1

2 c� jyj2 dy = O(1)

for x1 in J0 and as j� j ! 1 .
Now we are done with the local construction and bounds onJ0 � [� �; L + � ] � B and want

to glue the solutions together with desired concentration properties. Let us denote byv(j )
s the

pushforward by the coordinate map Id � ' � 1
j of the so obtained solution onJ0 � U(j ) (where

Id : R ! R is the identity map). We thus obtain v(0)
s ; v(1)

s ; : : : ; v(r )
s . To glue these, let� j (t) be a

partition of unity subordinate to I (j ) ; the we extend these toU(j ) by saying ~� j (x1; t; y ) = � j (t)
and �nally let:

vs :=
rX

j =0

~� j v(j )
s (4.8)
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The previous remark allows us to havev(j )
s = v(j +1)

s in the overlapsJ0�
�
U(j ) \ U(j +1)

�
. Now, pick

small neighbourhoods of the geodesic self-intersection pointsp1; : : : ; pR and call them V1; : : : ; VR ;
for � 0 su�ciently small, we get that F is injective on the complement of the inverse image byF
of the Vi s (see Figure 1). Therefore, we can pick a �nite cover byW1; : : : ; WS of the remaining
points on the geodesic such thatWi � U(l i ) for some l i and supp(vs) �

�
[ Vi

�
[

�
[ Wj

�
and

moreover, the restrictions to these satisfy:

vsjVi =
X

 (t l )= pi

v(l )
s and vsjW i = v(l i )

s (4.9)

It is now clear that the wanted L 2 bounds onvs follow from our previous local considerations on
each ofv(i )

s . We are left with the concentration results to prove { by considering the partitions of
unity subordinate to Vi s andWj s, we can assume that� has compact support in one of these sets.
Let us �rst consider the easier case where supp(� ) � Wk for somek. By a completely analogous
construction, we may assume that we have! s = eis � b on J0 � [� �; L + � ] � B , constructed with
respect to Y { notice that � is solved for independently of the vector �elds X and Y (recall
that we only want jd� j2 = 1 up to order jyjN ).

In Wk , we havevs = eis � a and ! s = eis � b, where we dropped the indices to simplify notation.
Then we have:

Z

f x0
1g� M 0

vs �! s�dV g =
Z

eis � e� i �s �� a�b�dVg

=
Z L

0

Z

Rn � 2
e� 2� Re � e� 2� Im � �

n � 2
2 (a0 + O(� � 1))( �b0 + O(� � 1)) � (y=� 0)2� jgj1=2dydt

=
Z L

0

Z

Rn � 2
e� Im H (t)y�ye� 2� � 1=2O(jxj3 )e� 2� � 1O(jxj2 )e� 2�t �

n � 2
2

�
�
a0(t; � � 1=2x) + O(� � 1)

�� �b0(t; � � 1=2x) + O(� � 1)
�
�

�
x=(� 1=2� 0)

� 2jgj1=2�
t; � � 1=2x

�
�dydt

by performing the substitution y = � � 1=2x; we can see what the limit is { namely, by bounding

e� cjx j2 e2A jxj3=(� 1=2 )e2B jxj2=� � ejx j2 (� c+2 A� 0+2 B=� )

where c is as before the positive constant such that ImH (t)y � y � cjyj2 and using the fact that
we integrate overjyj � � 1=2� 0, by taking su�ciently small � 0 we get exponent negative and hence
we get an integrable function; thus we may use the Dominated convergence theorem to get this
tends to, as � ! 1 :

Z L

0
e� 2�t e� 1+ f 1+ �� 2+ �f 2 � ( (t))

Z

Rn � 2
e� Im H (t)x�xdxdt

=
Z

Rn � 2
e�j yj2 dy

Z L

0

e� 2�t e� 1+ f 1+ �� 2+ �f 2 � ( (t))
p

det Im H (t)
dt (4.10)

by using the linear change of variable by the matrix ImH (t). However, from before we know
that:

det(Im H (t)) = det(Im H (t0))e� 2
Rt

t 0
tr Re H (s)ds and

@(f 1 + �f 2)
@t

= � tr Re H (t)

Hence we obtain cancellation in the above integral and by picking the initial condition for H (t0)
such that det(Im H (t0)) = � n� 2, we �nally get the desired limit:

Z L

0
e� 2�t e� 1+ �� 2 � ( (t))dt
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Moreover, in the case where we have supp(� ) � Vj for somej , we havevs =
P

 (t l )= pj
v(l )

s and

! s =
P

 (t l )= pj
! (l )

s , which means that we have the following expression:

vs �! s =
X

 (t l )= pj

v(l )
s �! (l )

s +
X

l6= l0; (t l )=  (t l 0)= pj

v(l )
s �! (l0)

s

We want to show that the mixed terms vanish; i.e. want to show
R

Vj \ M 0
v(l )

s �! (l0)
s �dV g ! 0 as

� ! 1 for l 6= l0, so that we are left with the expression from the statement { this would prove
our claim.

Let us use the fact that @�
@t(t; 0) = 1; write v(l )

s = eis � ( l )
a(l ) and ! (l )

s = eis � ( l )
b(l ) . This gives

us that for ' = Re(� (l ) � � (l0) ) we have d' 6= 0 at the point pj , as the geodesic intersects
itself transversally. Therefore, by further reducing � 0 if necessary, we may assume thatd' is
non-vanishing in Vj . From now on, we drop the subscripts to relax the notation.

Let p(l ) = e� s Im � ( l )
e� � Re � ( l )

a(l ) and analogouslyq(l ) = e� s Im � ( l )
e� � Re � ( l )

b(l ) . Then we can
write v(l ) = ei� Re(� ( l ) )p(l ) and similarly ! (l ) = ei� Re(� ( l ) )q(l ) . Then one can easily check that:

Z

Vj \ M 0

v(l ) �! (l0) �dV g =
Z

Vj \ M 0

ei� ' p(l ) �q(l0) �dV g

Fix � 00> 0. In order to be able to do calculus with � , we split it into a smooth and a su�ciently
small part: let � = � 1 + � 2, where � 1 2 C1

c (Vj \ M 0) smooth and k� 2kL 1 (Vj \ M 0 ) � � 00. For
the � 2 part, we have the bound

�
� R

Vj \ M 0
ei� ' p(l ) �q(l0) � 2dVg

�
� . kp(l )kL 2 k�q(l0)kL 2 k� 2kL 1 . � 00, since

kp(l )kL 2 . kv(l )kL 2 = O(1) and similarly for q(l0) .
For the main, smooth part we perform integration by parts with the operator Lf = hjd' j � 2d';

df i , by noting that 1
i� L(ei� ' ) = ei� ' :

Z

Vj \ M 0

ei� ' p(l ) �q(l0) � 1dVg =
Z

Vj \ @M0

@� '
i� jd' j2

ei� ' p(l ) �q(l0) � 1dS

+
1
i�

Z

Vj \ M 0

ei� ' L t (p(l ) �q(l0) � 1)dVg

where L t is the transpose of the operatorL . Now we have the job to estimate the two integrals
on the right hand side; the proof of this is identical to the proof in [23]. By using the fact that
R

�
n � 2

2 e� c� jyj2 jyj2dy = O(� � 1) and that in the local chart determined by l, jd Im � (l ) j . jyj, we
have:

kjd Im � (l ) jv(l )kL 2 k�! (l0)kk� 1kL 1 . � � 1=2

But this is exactly the form of summand that contributes the most to the second integral; it is
the one that is obtained upon acting ofL t on e� s Im � ( l )

, because after di�erentiation we get an
extra � term which happily cancels with 1

i� ; everything else is bounded.
The boundary integral is bounded by previous local bounds; hence the1

i� factor takes care

of it. Therefore, �nally, by using the previous case on each of the factorsv(l )
s �! (l )

s , we have that:

lim
� !1

Z

f x0
1g� M 0

v(l )
s �! (l ) �dV g =

Z

I ( l )
e� 2�t e� 1+ �� 2 �dt

So by adding these for time intervalsI (l ) for  (t l ) = pj , we get the desired result.
We are left with the �nal piece of the proof, which is concerned about the concentration

properties of the solutions when coupled with a 1-form. As before, by using a partition of unity,
we may assume� has compact support in some of theWk or Vi (the part of � which is zero near
the geodesic, can be made to have disjoint support withvs).
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Let us �rst consider the case supp(� ) � Wk . Here we havevsjWk = v(l ) = eis � ( l )
a(l ) and

! sjWk = ! (l ) = eis � ( l )
b(l ) for somel. We want to compute the following limit, where we use the

x = ( t; y) coordinates (we drop some of the indices):

1
�

Z

f x0
1g� M 0

gij � i
@vs
@xj

�! s�dV g =
is
�

Z

f x0
1g� M 0

gij � i
@�
@xj

vs �! s�dV g

+
1
�

Z

f x0
1g� M 0

gij � i eis � @a
@xj

�! s�dV g !
Z L

0
i� t e� 1+ �� 2 e� 2�t �dt

as � ! 1 , where � t = � ( _ (t)); this is because the �rst integral can be computed by our
previous considerations and using the fact that � = t + 1=2 Im H (t)y � y + O(jyj3) to compute
the derivatives along the geodesic. Furthermore, the second term goes to zero by this simple
estimate:

k! skL 2

Z L

0

Z

Rn � 2
j� j2jeis � j2jdaj2dydt .

Z L

0

Z

Rn � 2
�

n � 2
2 e� 1

2 c� jyj2 dydt = O(1) (4.11)

which �nishes the proof in this case.
For the more complicated case supp(� ) � Vk , we have that vs =

P
 (t l )= pk

v(l )
s and ! s =

P
 (t l )= pk

! (l )
s . In the coordinates x = ( t; y) corresponding to I (l ) , for each l and l0 with  (t l ) =

 (t l0) = pk :

Z

f x0
1g� M 0

gij � i
@v(l )

@xj
�! (l0) �dV g =

is
�

Z

f x0
1g� M 0

gij � i
@�
@xj

v(l ) �! (l0) �dV g

+
1
�

Z

f x0
1g� M 0

gij � i eis � @a
@xj

�! (l0) �dV g

where we writev(l ) = eis � a. Now by the previous steps, we easily see that, ifl 6= l0, the �rst term
is zero in the limit and the second term goes to zero by the bound (4.11) above. However, if we
have l = l0, by the previous step we again have the right limit, which is

R
I ( l ) i� t e� 1+ �� 2 e� 2�t dt.

Combining the results, we obtain:

lim
� !1

Z

f x0
1g� M 0

hdvs; � i �! s�dV g =
X

 (t l )= pk

Z

I ( l )
i� t e� 1+ �� 2 e� 2�t �dt =

Z L

0
i� t e� 1+ �� 2 e� 2�t �dt

which �nally �nishes the proof. Similarly to this last part of the proof we can determine the limit
where the integrand ish�; d �! si vs� { we get the same limit with just a minus sign in front. �

Remark 4.5. The equation (4.3) de�ning � 1 is invariant under summing with an anti-
holomorphic function. Therefore, in the previous theorem, we could have inserted an extra anti-
holomorphic part h in the integrand of the limit. Moreover, we can see from the proof (see (4.7)
and the lines nearby) that we could have changed the estimatekesx1 (� + X + q)e� sx1 vskL 2 (M ) =
o(� ) as j� j ! 1 with the stronger, O(j� j � K ) estimate, for any K > 0 { this will get used in the
partial boundary data setting.

Remark 4.6. Note that we also havekdvskL 2 (M ;T � M ) = O(j� j) (or equivalently kvskH 1
scl (M ) =

O(1) for h = 1
� ). This simply follows from the local estimate (4.6) and the fact that dvs =

is(d�) eis � a+ eis � da (locally), so in the end we just get an extra factor of � in the L 2(M ) norm.

Remark 4.7. It is also of interest to mention that the above construction works for metrics
on R� M 0 that are conformal to the product metric (this is also considered in [23]). However, for
simplicity we have omitted this conformal factor from the statement of this theorem, but more
importantly we can prove Theorem 4.10 without this fact. It is not essential at this point (it will
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be important later, when when we use the integral identity) that X and Y are skew-Hermitian,
but the equation (4.1) is simpler with this assumption.

We are also interested in a vector valued version of the previous theorem. The statement
of this theorem is completely analogous for vectors (matrices), as well as the proof; however,
we give a sketch of the proof at some points of di�erence (E 0 = R � M 0 � Cm� m is the vector
bundle of matrices with the �brewise Hermitian inner product hA; B i = tr( AB � )).

Theorem 4.8 (Construction of the vector valued Gaussian Beams). Let  : [0; L ] ! M 0

be a non-tangential geodesic and let� be a real parameter, with M 0 any compact manifold
with boundary. Let X and Y be two skew-Hermitian matrices of vector �elds onM and q a
matrix potential; we extend X , Y and q to have compact support inR � M 0. Let N0 be a large
positive integer and denoteJ0 = [ � N0; N0]. Then there exists a family of generalised quasimodes
satisfying the above conditions, i.e. ifs = � + i� , then there existsvs; ! s 2 C1 (J0 � M 0; E 0)
such that:



�

(� g + X + q) + s(2
@

@x1
� X 1) � s2

�
vs





L 2 (J0 � M 0 ;E 0)
= o(j� j) and kvskL 2 (J0 � M 0 ;E 0) = O(1)




�

(� g + Y + q) � s(2
@

@x1
� Y1) � s2

�
! s





L 2 (J0 � M 0 ;E 0)
= o(j� j) and k! skL 2 (J0 � M 0 ;E 0) = O(1)

as � ! 1 and for each � 2 C(M 0) and x0
1 2 R we have:

lim
� !1

Z

f x0
1g� M 0

tr ( vs! �
s )�dV g =

Z L

0
e� 2�t tr ( CX C �

Y )� ( (t))dt

whereCX and CY are smoothm � m matrices on R� [0; L ] which satisfy the following equations:
�

@
@x1

� i
@
@r

�
(CX ) =

1
2

(X 1 � iX r )CX and
�

@
@x1

� i
@
@r

�
(C �

Y ) =
1
2

C �
Y (� Y1 + iYr ) (4.12)

Moreover, the following limits holds for vs and ! s and any one form � on R � M 0:

lim
� !1

1
�

Z

f x0
1g� M 0

tr ( h�; dv si ! �
s )�dV g =

Z L

0
i� ( _ (t)) tr ( CX C �

Y )e� 2�t � ( (t))dt

lim
� !1

1
�

Z

f x0
1g� M 0

tr ( h�; d! �
s i vs)�dV g = �

Z L

0
i� ( _ (t)) tr ( CX C �

Y )e� 2�t � ( (t))dt

Proof. Same as the proof of Theorem 4.4, with a few remarks. Firstly, every appearance
of vs �! s is replaced by the inner product tr (vs! �

s ) and we are looking forvs = eis � a, where this
time a is a matrix ; so the action of X and Y is matrix multiplication from the left. However,
formally, the computations stay the same until the appearance of �1;2; the CX;Y take their role,
this time as matrices. Namely, when we arrive to the equation fora00, which is (4.2):

� @
@x1

� i
@
@t

�
a00 =

1
2

�
X 1 � iX t + i tr H (t)

�
a00

we ask for matricesCX and C1 such that a00 = CX C1, where:
� @

@x1
� i

@
@t

�
CX =

1
2

�
X 1 � iX t

�
CX and

@C1
@t

= �
1
2

tr ( H (t))C1(t)

so that C1;2 play the role of f 1;2. One checks that sucha00 satis�es the conditions and for
C1(t) we just take the diagonal matrix obtained by integration. This is later used to get the
cancellation of

p
det Im H (t) with C1C �

2 , which jumps out of the trace as before in the integral
(4.10).

Later, when proving the mixed products vanish, the p's and q's introduced translate to
matrices naturally and the estimates which follow stay the same. Finally, let us note that CX
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is invariant under multiplication on the right by an anti-holomorphic (conjugate holomorphic)
matrix in the sense we could replaceCX by CX H for such a matrix H . �

Remark 4.9 (Everything works for admissible vector bundles). We can now easily extend
the construction from the case of trivial vector bundles to the case of possibly topologically
non-trivial admissible ones (see De�nition D), equipped by a unitary connection. We restrict
our attention just to operators d�

A dA + Q induced by connections and potentials; to this end,
assume the vector bundleE = � � E0 over R � M 0 is equipped with two unitary connections A1

and A2, where E0 is a vector bundle overM 0.
Basically, what we need to do is to imitate the above vector proof with small alterations:

to start with, let us recall the Fermi coordinates given by a map F : J0 � U ! R � M 0, where
U = [ � �; � + L ] � B � and B � is a small ball in dimension (n � 2) { F is a local di�eomorphism,
giving us the tubular neighbourhood of the geodesic (see Figure 1). Therefore, we can pull-back
the bundle E to the trivial bundle F � E = U � Cm with the standard metric; we pull back the
connections and the metric, as well. Furthermore, in this case we cannot work on EndE as we
previously did in Section 6.2. This means we have to restrict to vector solutions and in particular
our solutions to the transport equation that go into the Gaussian beams will be vectors. Then
we may run the proof again; the only thing we need to replace are the resulting concentration
properties:

lim
� !1

Z

f x0
1g� M 0

hvs; ! si E �dV g =
Z L

0
e� 2�t hC1a1; C2a2i Cm � ( (t))dt

whereC1 and C2 are constructed onJ0 � U for connectionsA1 and A2 as fundamental solutions
to the �@-equation (4.12), respectively; thea1 is anti-holomorphic so that C1a1 solves the vector
@-equation and a2 is analogously holomorphic, so thatC2a2 solves the �@-equation. Then we
may in particular set ai to be constant and vary these constants to deduce various properties.

For the other identity we have to be slightly more careful; namely dvs is not well de�ned as
for the trivial bundle. However, we may de�ne it as dvs in our construction in U and then push
it forward by the same method of partition of unity and the map F to the neighborhood of the
geodesic (as in (4.8)) and hence to the whole manifold as a 1-form with values inE (and with
support in a neighbourhood of the geodesic). Then the identities become:

lim
� !1

1
�

Z

f x0
1g� M 0

D
h�; dv si T � M ; ! s

E

E
�dV g =

Z L

0
i� ( _ (t))hC1a1; C2a2i Cm e� 2�t � ( (t))dt

lim
� !1

1
�

Z

f x0
1g� M 0

D
h�; d! si T � M ; vs

E

E
�dV g =

Z L

0
i� ( _ (t))hC1a1; C2a2i Cm e� 2�t � ( (t))dt

4.2. Application of Gaussian Beams

We now give a concrete application of the construction of generalised quasimodes { the
construction of the CGO solutions. By using the Carleman estimates from Chapter 5, we can
just put the ingredients together in a simple way. For this section, assume we are working in
the setting of the CTA manifolds, that is ~g = e� g0 with g = c~g for a positive function c, where
as usual we have (M; g) b (R � M 0; g) of the same dimensionn.

Proposition 4.10 (CGO construction). Let E be an admissible Hermitian vector bundle,
A a unitary connection and Q be a smooth section of the endomorphism bundleEnd E. Let
s = � + i� , where � and � are real numbers. Then there exists� 0, such that for j� j � � 0 large
enough, there exists a smooth solutionu = e� sx1 c� n � 2

4 (vs + r s) to the equation L g;A;Q u = 0 ,
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