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SUMMARY 

The prevalence of misinformation is a threat to science, society, and the democratic 

process. Current efforts are mostly reactive and consist of predominantly legislative, 

algorithmic, and educational interventions. However, growing psychological research 

emphasises the difficulty of catching up with and undoing the harms of manipulative 

content once it is out, calling for pre-emptive efforts that could stop harmful information 

from going viral in first place. Though the efficacy of inoculation theory, often regarded 

as the ñgrandfather theory of persuasionò, has been demonstrated across varying contexts, 

little research exists on its efficacy against online misinformation. The aim of this doctoral 

research was to examine how inoculation theory may be used to combat misinformation. 

To do so, I sought to establish how attitudinal resistance to misinformation can be build, 

strengthened, and spread by designing and testing novel theory-driven interventions using 
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randomized experiments in both the lab and the field. Across several empirical studies, 

results consistently suggest that generalised and gamified inoculation treatments are 

effective in reducing the perceived reliability of misinformation, in boosting attitudinal 

certainty, and in decreasing peopleôs willingness to share manipulative information.  

 

More specifically, in Chapter 1, I test the efficacy of ñBad Newsò as an inoculation 

treatment against common manipulation strategies and found that the intervention 

significantly increases peopleôs ability to spot misinformation techniques and boosts their 

level of confidence in their own (correct) judgements. These findings are further extended 

in Chapter 2, where I demonstrate the efficacy of a new gamified and generalised 

inoculation treatment within the context of end-to-end encrypted private messaging apps 

and extend the findings on attitude certainty by identifying it as a significant mediator for  

sharing intentions of misinformationï emphasising the crucial role of certainty when 

resisting. Additionally, Chapter 2 finds that inoculated individuals are significantly less 

likely to share content that includes manipulative content. Chapter 3 further replicates and 

builds on these findings by providing additional and longitudinal support for new 

gamified inoculation treatments across three different languages in the context of the 

COVID-19 pandemic. I evaluated a real-world intervention adopted by the UK 

government and World Health Organization, empirically demonstrating that it improves 

reliability assessments of misinformation, improves peopleôs certainty in their ability to 

spot and resist misinformation, and reduces self-reported willingness to share 

misinformation with others in their social network. Chapter 3 also takes a critical look at 

the role of apprehensive versus motivational threat, one of the theoretical tenants of 

inoculation theory. In Chapter 4, I explore the effects of post-inoculation talk on the 

inoculated participants as well as those who vicariously receive second-order inoculation 

treatments through talk. These findings provide novel contributions to whether it has the 

potential to keep up with and outpace the speed and depth at which online misinformation 

travels. Specifically, content analyses provide novel insights into how and when post-

inoculation talk occurs and, more importantly, what it is about. Thus, this doctoral 

research makes novel use of post-inoculation talk by pivoting from intra-individual 

resistance to inter-individual resistance. By demonstrating the effectiveness of receiving 

vicarious inoculation treatments, this research contributes to the quest for psychological 

herd immunity against misinformation. In sum, this doctoral research sheds light on the 

antecedents that  underpin the inoculation process and how resistance against 
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misinformation can be build, strengthened, and ultimately spread from one individual to 

another.  
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1 INTRODUCTION 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.1 General introduction 

Societiesô state of affairs  

An engaged and informed individual is a prerequisite for any modern democracy to thrive (Cook et 

al., 2017b; Sandel, 1998). Social media and messaging platforms have drastically transformed how 

information is retrieved, shared, and assimilated across societies (Talwar et al., 2019). Some scholars 
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argue that the advent of the internet facilitates the democratisation of media and that it gives people 

the previously unprecedented power to share their views and news (e.g., Abbott, 2013; David, 2015). 

Additionally, with a substantial decrease in trust in media institutions and the fall of traditional 

editorial gatekeepers (Rhodes, 2022; Williams & Delli Carpini, 2016), more people turn to social 

media platforms as their news source (Gottfried & Shearer, 2016). Such sites can function as gateways 

through which individuals can come across and spread information without an editorial process that 

screens out false, fabricated, or even intentionally manipulative content (Guess et al., 2018, 2019; 

Lazer et al., 2018). Somewhat perplexingly and despite the advanced accessibility of information, the 

advent of the internet has also inadvertently made misinformation more ubiquitous (Groshek & Koc-

Michalska, 2017; Wolf et al., 2021). This is in contrast with decades of science communication 

research which heavily relied on a model of information deficit ï suggesting that it is the lack of access 

to facts that accounts for the prevalence of misleading information  (Ecker et al., 2022; Simis et al., 

2016).  

 

To better understand the phenomenon of misinformation, it is necessary to address the absence of a 

clear scientific understanding of what constitutes ñfake newsò (and its many accompanying and often 

interchangeably used terms) (Vraga & Bode, 2020). Across the continuously growing misinformation 

literature, common approaches range from ñfabricated information that mimics news media contentò 

to content that violates the editorial norms (Pennycook & Rand, 2020).  However, Traberg and van 

der Linden (2022) argue that the most common definitions follow an unrealistic notion of overly 

relying on a narrow source-based conceptualisation of ñfake newsò rather than acknowledging that 

content does not need to be entirely false to be misleading and harmful (Roozenbeek & van der Linden, 

2020). The increased attention to the propagation of misinformation has not been limited to the 

scientific community.   Indeed, in the early stages of the pandemic, the World Health Organization 

declared an óinfodemicô ï characterised by an overabundance of false, misleading, and harmful 

information (Zarocostas, 2020). Similarly, in 2016, the Oxford Dictionary nominated ñpost-truthò as 

their word of the year, describing ñthe circumstances in which objective facts are less influential in 

shaping public opinion than appeals to emotion and personal beliefò (Mcintryre, 2018, p.5). Research 

on  ñthought contagionò suggests that misinformation spreads rapidly across large audiences (Iyengar 

& Massey, 2019; Kucharski, 2016) and that false and unverified information travels faster and further 

than other types of information (Petersen et al., 2019; Vosoughi et al., 2018). Consequently, to 

understand the spread of misinformation, research has increasingly applied models from epidemiology 

(Cinelli et al., 2020; Kucharski, 2016; Scales et al., 2021). Indeed, the key focus of these models 

concerns the reproduction number at the secondary level, that is, examining the number of individuals 

who start posting misinformation after having come in contact with someone who was already doing 

so  (infectious individual). Hence, it can be argued that misinformation can be approached as a viral 

pathogen that can infect its host and rapidly spread across individuals without direct physical contact 

(van der Linden, 2022).  
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However, its prevalence and propagation aside, does online misinformation have any real-world 

consequences? Researchers argue that the unprecedented scale and pace at which misinformation 

spreads in the digital infrastructure poses a severe threat to science, society, and the democratic process 

(Lewandowsky et al., 2017; van der Linden, 2022). To give a few examples, research has identified 

misinformation as a contributor to various societally contentious events, ranging from political 

elections and referenda (Bennett & Livingston, 2018; Ecker et al., 2022) and to climate change 

mitigation (Cook et al., 2017). Within the context of the pandemic, research has shown that the 

endorsement of misinformation undermines compliance with public health guidelines and decreases 

vaccine uptake intentions (Loomba et al., 2021; Vivion et al., 2022). Indeed, within the environment 

where misinformation abounds, scientific evidence is increasingly being questioned and a decrease in 

trust is evident (Iyengar & Massey, 2019). Furthermore, research suggests that misinformation 

contributes to the instigation of violence (Jolley & Paterson, 2020) and have inspired mob lynchings 

(Arun, 2019). In short, misinformation can have serious consequences ranging from violence and 

death to undermining efforts to mitigate climate change, the biggest existential threat of our time (van 

der Linden et al., 2017; 2021).  

The history of misinformation and its adaptations to the digital 

age 

Of course, misinformation is not a novel concept. A quick look at the Roman emperors as well as 

Goebbelsô efforts in spreading Nazi propaganda powerfully demonstrates the role that misinformation, 

whether through coin inscriptions, printed press, radio, or cinema, played in mass communication for 

a long time (Hekster, 2013; Herf, 2005). However, though no new concept,  the spread of rumours, 

false information, and propaganda, reaches new levels of danger when combined with the 

contemporary digital information infrastructure and, more importantly, how human cognition 

navigates through it.  For instance, the above-mentioned consequences of misinformation on climate 

change denial and the rejection of vaccinations suggest that misinformation is not merely a 

consequence of ignorance but rather, driven by psychological motives such as fear, motivated 

reasoning, conspiratorial thinking, and affective drivers underpinning attitude formation (Fazio et al., 

2015; Hornsey et al., 2018; Nisbet et al., 2015).  

 

More generally, research on information-seeking and processing behaviours highlights the role of 

psychological factors such as confirmation bias (Frenda et al., 2011; Zhou & Shen, 2021; Zhu et al., 

2010), cognitive depletion (Szpitalak & Polczyk, 2014), and social cohesion (Schiefer & van der Noll, 

2017). Indeed, it is argued that these processes are a function of evolutionary adaptations, allowing us 

to seek out people to trust and navigate an (increasingly) overstimulating world (Haselton et al., 2009; 

Peters, 2020a, 2020b). While these psychological mechanisms may be beneficial,  scholars point 

toward an interplay between cognitive biases and the contemporary information infrastructure which, 
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in turn, reinforces and accelerates the spread of harmful information to previously unseen proportions 

(Murphy et al., 2020; Walter & Murphy, 2018). Building on that, research suggests that social media 

also highlights and amplifies moral and emotional messages, which take precedence over evidence-

based decision-making (Crockett, 2017; Effron & Raj, 2020; Rathje et al., 2021). Additionally, 

increasingly sophisticated algorithms, ófilter bubblesô and óecho chambersô do not only reinforce and 

accelerate the cognitive processes already in place, but they also organise people into digital silos of 

like-minded people where the absence of a ófilter-bridgeô further aids the increasing polarisation of 

beliefs (for review, see Arguedas et al., 2022). This is particularly troubling given research that 

suggests that repeated exposure to misinformation makes people more likely to believe it (van der 

Linden et al., 2021). Therefore, what is it that makes an individual susceptible to misinformation?  

 

Two present dominant explanations for the susceptibility to and sharing of misinformation are offered 

by the accounts of motivated reflection (Kahan et al., 2007) and ñthe classical reasoningò account of 

misinformation belief (Pennycook & Rand, 2020). To briefly summarise, whereas the former suggests 

that reasoning can increase identity-protective biases, the latter argues that a lack of ñreflective open-

mindednessò underpins belief in misinformation and that identity-protective thinking plays a relatively 

minor role (Pennycook & Rand, 2020, p.197). However, neither of these theoretical accounts manage 

to explain susceptibility to and the sharing of misinformation in its entirety. First, the motivated 

reasoning account struggles to disentangle whether partisan biases are a result of motivated reasoning 

or selective exposure (Druckman & McGrath, 2019; Tappin et al., 2020). Similarly, a recent re-

analysis of Pennycook and Rand (2019) demonstrated that while cognitive reflection was associated 

with enhanced truth discernment, it was not associated with partisan bias (Batailler et al., 2022). Thus, 

both theoretical accounts suffer from substantial shortcomings when attempting to study the exposure 

to, believe in, and spreading of misinformation. Indeed, researchers have called for a more ñintegrative 

accountò of misinformation belief ï one where, in addition to purely cognitive factors, identity-

protective thinking, ñmyside biasò, and political ideology play a central role in predicting 

susceptibility to misinformation (Van Bavel et al., 2021; van der Linden, 2022).  In fact, when 

Roozenbeek and colleagues (2022) pointed out the broad variety of items, scales, question framings, 

and response modes when examining susceptibility to misinformation, they found that different 

response modes yielded similar (yet, not identical results), arguing for an ñintegrativeò account of 

misinformation belief. In regard to the sharing of misinformation, scholars call for an urgent 

examination of the underlying psychological factors and warn against relying on source-based 

definitions of misinformation and not underestimating the damage a piece of misinformation shared 

by a mainstream outlet can cause (Traberg, 2022).   

Current efforts to counter misinformation  

Across disciplines, the ongoing efforts to counter the spread of misinformation can be divided into 

four categories: legislative, technological, corrective, and educational (Haciyakupoglu et al., 2018).  
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To give an example, Germany introduced the Network Enforcement Act (NetzDG), obligating social 

media platforms to remove óclearly illicitô content within 24 hours or face a heavy fine (Zipursky, 

2019). Though this law is considered a step towards delegations of public power (Belli & Cavalli, 

2019) it has also been criticised for massively damaging the basic rights to freedom of press and 

freedom of expression, a slippery slope that legislative efforts must tread carefully (Oliva, 2020). As 

a result, and in an attempt to protect their business models, many social media platforms adopted 

proactive actions against the prevalence of misinformation and illegal hate speech (Angelopoulos et 

al., 2016; Angelopoulos & Smet, 2016).  Thus, these platforms adjusted their regulations, designed 

more sophisticated frameworks for identifying illegal content, hired additional moderators, and 

introduced algorithmic efforts to flag and remove harmful content. However, it is important to note 

that on top of being criticised for severely violating human rights (Perel & Elkin-Koren, 2015), 

research suggests that content moderation does not resolve the threats of misinformation but rather 

lead to additional óvariantsô of the misinformation virus. The pivot to end-to-end encrypted private 

messaging apps provides one example for the adaptive nature of misinformation (Urman & Katz, 

2020) and highlights the need to understand why misinformation arises and spreads in first place. 

 

Furthermore, a plethora of cognitive research highlights why these technological efforts may not only 

be insufficient but potentially even harmful. Specifically, within attempts to correct and educate the 

public, two main approaches are evident ï namely, reactive and proactive efforts. To begin with, 

reactive efforts concern the efficacy of debunking and debiasing (Lewandowsky et al., 2012). As 

debunking misinformation does inevitably repeat and reinforce the misinformation itself, this 

approach comes with several challenges. A large body of cognitive research emphasises the 

phenomenon of the illusory truth effect, where the mere repetition of falsehoods contributes to the 

perceived truthfulness of the content (Fazio et al., 2015; Pennycook & Rand, 2020). And though no 

consistent support for the previously feared backfire effect of corrections is evident (Ecker et al., 2019; 

T. Wood & Porter, 2019), debunking misinformation can be challenging in light of (politically) 

motivated cognition (Kahan et al., 2007; Flynn et al., 2017). Furthermore, the continued influence 

effect suggests that even after falsehoods have been debunked,  people can continue to retrieve and 

rely on them from their memory (Chan et al., 2017; Lewandowsky et al., 2012).  However, even when 

corrections are effective (MacFarlane et al., 2020), their speed and virality cannot keep up with the 

pace and depth at which false and unverified information can travel online (Vosoughi et al., 2018). 

Similarly, even if debunking and fact-checking are effective, the processing fluency, that is, the 

enhanced familiarity and ease with which repeated claims are perceived as true, constitutes a 

substantial shortfall of reactive efforts against misinformation (Wang et al., 2016). Thus, it is precisely 

the interplay between cognitive processes and such technological advances that can accelerate and 

amplify the proliferation of harmful falsehoods, even after attempts to retract, correct, and undo their 

harms (Murphy et al., 2020; Walter & Murphy, 2018). Coming back to the analogy of thinking of 

misinformation as a óvirusô and its prevalence as an ôinfodemicô, it becomes clear that legislations and 

technological tweaks (e.g., flagging, censoring, and removing content) merely deal with the symptom 
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of this viral virus,  not its cause. Consequently, leveraging psychological insights into why people fall 

for, believe in, and spread misinformation, to begin with, is a crucial puzzle piece to effectively combat 

this societal challenge. One promising alternative to reactively fighting misinformation is offered by 

inoculation theory.  

Origins of Inoculation Theory  

When in the aftermath of the Koran War, US prisoners of war decided to remain with their captors, 

the assumption was that they had been brainwashed (Bernard et al., 2003). Until then, persuasion 

research had exclusively focused on factors that made messages more effective and regarded 

persuasion solely as ña facilitator for changeò (Miller & Burgoon, 1972). When Lumsdane and Janis 

(1953) reported differing effects of message-sidedness on the effectiveness of persuasive messages, a 

pivotal moment was elicited in persuasion research. Contrary to limiting its focus to factors that make 

messages more persuasive, McGuire set out to explore ñways of producing resistance to persuasionò 

(McGuire, 1964, p.192). Such contemplations mark the beginning of inoculation theory, a theory often 

regarded as ñthe grandparent theory of resistance to attitude changeò (Eagly & Chaiken, 1993, p.561).  

 

Though it is true that, within the contemporary context of studying attitudinal resistance, inoculation 

theory can be viewed as an old one, McGuire was of course, not the first to be fascinated by resistance 

to persuasion. Whether it is in Aristotleôs Rhetoric or Peachamôs (Peacham, 1577) ñThe Garden of 

Eloquenceò, where he mentions procatalepsis (pre-emptive mention of opponentsô arguments), 

humans have been fascinated with persuasion and the potential resistance to it for a long time. Indeed, 

legal scholarship points toward the phenomenon of ñstealing thunderò (McElhaney, 1987) and 

emphasises that ñIf you donôt [divulge the information], your opponent will, with twice the impact.ò 

(Mauet, 1992, pp.47-48). In fact, McGuire notes in the presentation of his first set of studies on what 

would later be regarded as the beginning of inoculation theory that  ñthere are many people 

investigating resistance to persuasion, only they [é] havenôt always been aware of itò (McGuire, 

1964, p.192). However, by basing it on the biological analogy of an immunisation process, inoculation 

theory is arguably the first to empirically study how and which psychological mechanisms underpin 

resistance to persuasion (Compton, 2013).   

Theoretical foundations  

Inoculation theory (McGuire, 1964) posits that similarly to how injecting a weakened dose of pathogen 

leads to the production of antibodies, exposure to weakened persuasive arguments activates ñattitude-

bolsteringò protective responses against future persuasion attempts. Consistent with the biological 

analogy,  McGuire identified inoculation-induced resistance to persuasion by establishing the two 

theoretical pillars ï threat and counterarguing.   
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 These two mechanisms describe the forewarning or threat of an imminent counter-attitudinal 

attack and the pre-emptive refutation to provide arguments with which individuals may protect their 

beliefs in the future. Traditionally, inoculation treatments would therefore elicit implicit threat (later, 

explicitly by including forewarnings) and were followed by a  two-sided refutational message which 

provides sufficient pre-emptive refutations to model the counter-arguing process and motivate the 

generation of ñattitude-bolsteringò arguments against future persuasion attempts (Banas & Rains; 

Compton, 2013). Hence, by incorporating an affective (threat) and cognitive (counterarguing) 

component, the inoculation treatment uses challenges that are strong enough to trigger the mindôs 

defence system to build an arsenal of belief-protecting ómental antibodiesô but not so persuasive that 

they overwhelm it (Compton et al., 2016; Compton & Pfau, 2009; McGuire, 1964). Some scholars 

have speculated whether affective threat alone suffices to confer resistance (Freedman & Sears, 1965; 

Wyer, 1976). Research has shown that forewarning accompanied by ñrefutational pre-emptionò 

confers resistance more effectively than forewarning alone (McGuire & Papageorgis, 1964;  van der 

Linden et al., 2017). In sum, while threat functions similar to the injection of a weakened virus, 

counterarguing as a process is believed to mimic antibodies, attacking and weakening the antigens 

(Compton, 2013). It becomes clear that the basic model of inoculation theory is tightly connected to 

medical inoculations. And while threat and counterarguing fit the analogic nature of the theory 

(Holyoak & Thagard, 1995), early research lacked empirical support and instead, their key 

components were merely assumed for the most part (Compton & Pfau, 2005).  

 

Research eventually provided clarifications for the role of threat and counterarguing (Pfau & Burgoon, 

1988), though the fact that McGuireôs early work did not advance beyond cultural truisms, that is,  

ñbeliefs that are so widely shared within the personôs social milieu that [the person] would not have 

heard them attacked, and indeed, would doubt that an attack were possibleò (McGuire, 1964, p. 201), 

impeded its applicability. This was mostly driven by the ñgerm-free ideological environmentò 

(McGuire, 1964, p.200) that such truisms offered, which allowed researchers to test the efficacy of 

inoculation treatments on non-political issues that people had likely never been attacked before (e.g., 

benefits of teeth brushing and penicillin).    

 Similarly, much of inoculation research limited its application to individuals that held 

attitudes congruent with the target topic of the study. In short, McGuireôs commitment to the 

analogical foundations of inoculation theory kept most of its application contextually bound.  As the 

medical analogy of inoculation research posits a preventative strategy, it is unsurprising that most of 

the research has constrained itself to prophylactic inoculation treatments, neglecting those ñalready 

afflictedò (Wood, 2007). In fact, when Wood attempted to study the effects of inoculation messages 

on differing pre-existing attitudes, it was hypothesised that the treatment would be ineffective or 

potentially backfire. Surprisingly, the findings suggested that compared to the control group, 

individuals with differing attitudinal predispositions were moved in the advocated direction of the 

inoculation message. In other words, Wood provided compelling initial evidence for the possibility to 

inoculate individuals with opposed, neutral, and supporting attitudes alike. Since then, inoculation 
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theory has gained much renewed scholarly interest and the efficacy of inoculation treatments has been 

demonstrated in a plethora of topics ranging from peer pressure on alcohol use (Godbold & Pfau, 

2016) and animal testing (Nabi, 2003b) to support for U.S. involvement in the Iraq War (Pfau et al., 

2008). In short, a large body of research gives reason to surmise that inoculation treatments are not 

contextually bound and are ñappropriate for any context where strongly held attitudes are vulnerable 

to challengeò (Pfau et al., 2001, p.252).  Since then, research has pointed towards numerous mediators, 

moderators, varying outcomes, and further deviations from the analogy (for systematic review, see 

Banas & Rains, 2010; Compton et al., 2021), highlighting inoculation theoriesô complicated 

relationship with its analogical namesake. And as noted by Compton and  Pfau (2005), although 

inoculation theory is a mature theory of persuasion, it is ñfar from retiringò (p.136). Instead, Compton 

(2013) emphasises that the early theorising should not function as prescriptive instructions but that, 

consistent with McGuireôs vision, the analogy should function as a òtheoretical point of departureò 

(McGuire, 1964, p.222). Thus, the present doctoral thesis aims to recognise, challenge, and ultimately 

advance the inherent assumptions and applications of inoculation theory.  

Theoretical advancements and new avenues  

The last two decades led to inoculation theory undergoing extraordinary growth.  Moving 

away from the monolithic and ógerm-freeô setting of traditional inoculation studies and 

reviewing its efficacy on contested issues has emphasised the contextual boundlessness 

of inoculation treatments. Indeed, a meta-analysis conducted by Banas and Rains (2010) 

has both reinforced and challenged the traditional thinking about resistance through 

inoculation. A significant shift in the theoretical foundations of inoculation research is 

evident. That is, inoculation scholarship has extended attitudinal inoculation beyond the 

boundaries of the analogy and thereby, moved beyond a process that is inherently and 

exclusively pre-emptive (Compton, 2019). Indeed, even in the earlier stages of the theory, 

scholars have questioned the analogyôs hold on inoculation theory. Pryor and Steinfatt 

(1978) pointed out fundamental discrepancies between the theory and its analogy. They 

argued that some dimensions of attitudinal inoculation, such as explicit forewarning, did 

not align with the medical analogy and that the analogy disproportionately emphasised 

the cognitive processes believed to be underpinning the inoculation process.  

However, the authors called for inoculation scholarship to rethink the logic 

derived from the analogy rather than the analogy itself (Compton, 2019). Accordingly, 

research started moving away from cultural truisms and increasingly demonstrated the 

efficacy of inoculation treatments in conferring resistance against contested issues and 

across individuals with differing pre-existing attitudes (Banas & Rains, 2010; Wood, 

2007). In many ways,  the context of online misinformation is providing the perfect 
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setting to test, challenge, and extend the theoretical boundaries and applications of 

inoculation theory. Consistent with the biological foundations of the theory itself, 

scholars have compared misinformation to a virus (van der Linden, 2022). Additional to 

reviewing and predicting the spread of óthe virusô through an epidemiological lens 

(Cinelli et al., 2020; Kucharski, 2016; Scales et al., 2021), research examined whether 

proactively conferring resistance against misinformation was possible (van der Linden et 

al., 2017). In their seminal study, van der Linden and colleagues tested the efficacy of a 

traditional text-based inoculation treatment against the Global Warming Petition Project, 

one of the most potent online  misinformation campaigns about climate change (arguing 

that over 31,000 scientists have signed a petition that there is no evidence for global 

warming).  

 

To do so, participants (N = 2167) were randomly assigned to one of five 

conditions where they were either exposed to just an infographic emphasising the 

scientific consensus (97%) on human-caused global warming, a ófalse-balanceô condition 

(scientific consensus + misinformation), and one brief (forewarning about politically 

motivated groups followed by scientific consensus) and one detailed inoculation message 

(in-depth pre-emptive refutation of the petition, e.g., fake and uncredible signatories). The 

results found initial support for the effectiveness of both the brief (d= 0.33) and detailed 

(d= 0.75) inoculation messages in conferring resistance against online misinformation 

and even bolstering beliefs about the scientific consensus on climate change.  

Furthermore, these results have since been confirmed by two pre-registered replication 

studies and were shown to persist even when exposure to the misinformation message 

was delayed by one week (Maertens, Anseel, & van der Linden, 2020; Williams & Bond, 

2020). Van der Linden and colleaguesô (2017) study spearheaded the application of 

inoculation to numerous cases of misinformation about highly contested real-world issues 

ranging from vaccine hesitancy to political radicalisation (Compton et al., 2021; 

Lewandowsky & Yesilada, 2021; Steenbuch Traberg, 2022). Since then, inoculation 

scholarship begun seeing several key theoretical innovations (Compton et al., 2020; van 

der Linden et al, 2021). 

 

Indeed, researchers have called for a distinction between prophylactic and 

therapeutic inoculation approaches (Compton, 2019; Compton et al., 2021). That is, 

inoculation can be fully pre-emptive (prophylactic) when (i) people hold attitudes 
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congruent with the treatment message and (ii) have not yet been exposed to persuasive or 

manipulative messages on the issue topic. On the contrary, therapeutic inoculation 

treatments ï similarly to therapeutic medical vaccines ï describe the administration to 

those óalready afflictedô (Compton, 2019; Wood et al., 2007). Consistent with the 

analogical reasoning, Compton and colleagues (2020) note that this distinction is not 

necessarily a departure from the analogy but, instead, consistent with the óincubation 

periodô where medical vaccines would still be effective and argue that inoculation 

treatments could confer resistance to attitudes that have had prior exposure to 

manipulation (but were not completely manipulated). Regardless, while these distinctions 

may not matter for the practical use of inoculation interventions, they are needed for the 

purpose of theory development. Especially with gaps in the understanding of the core 

constructs and mechanisms underpinning the inoculation process remaining, theoretical 

clarity is critical (Compton, 2013; Compton, 2019).  

 

In a similar vein to inoculation research moving beyond cultural truisms, the pivot from 

prophylactic to therapeutic inoculation interventions opens new dimensions in which 

resistance to persuasion may be tested, conferred, and spread. Yet, both inoculation 

research, as well as persuasion research in general, has so far largely assumed that 

successful resistance to persuasion is reflected by the valence and extremity of attitudes 

remaining unchanged (McGuire, 1964; Z. Tormala & Petty, 2002; Zuwerink & Devine, 

1996) ï a notion that was somewhat passively adopted by more recent research on 

therapeutic inoculation interventions. Consequently, well-established attitudinal 

ascendents, such as attitude certainty,  remain largely neglected within the context of both 

prophylactic and therapeutic inoculation treatments. Particularly in regard to detecting 

and resisting misinformation, attitude certainty is arguably crucial for three reasons.  

First, confidence judgements determine whether individuals act on their initial 

(truth) judgements of information or whether they engage in additional information-

seeking behaviours (Berner & Graber, 2008; Meyer et al., 2013). Secondly, research finds 

that the level with which one confidently holds their attitude affects their willingness and 

ability to defend and advocate for their beliefs, even if the issue itself is a contested one 

(Lin & Pfau, 2007; Tormala & Petty, 2004). Hence, it could be argued that individuals 

who are accurately confident in their ability to assess the veracity of online content will 

less likely fall for and share misinformation (Basol et al., 2020). And lastly, especially in 

the absence of other source cues, confidently expressed opinions are perceived as more 
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trustworthy and competent (e.g., Tenney et al., 2008), thus, further highlighting the 

potential role attitude certainty may play in the generation, strengthening, and spreading 

of resistance.    

 

Thirdly, traditional inoculation treatments have predominantly employed issue-same 

messaging strategies that pre-emptively debunked (ópre-bunkedô) the same arguments 

within the same issue topic as the subsequent attack message (Allen, 2009; McCroskey 

et al., 1972).  Occasionally, the treatment conditions were tested for their effectiveness in 

conferring a ñblanket of protectionò, that is, conferring resistance against different 

arguments within the same issue topic (Parker et al., 2016) or ñcross-protectionò against 

untreated yet related topics (Parker et al., 2012a). However, it could be argued that this 

issue-based approach significantly limits both the scalability of inoculation interventions 

and a more nuanced understanding of the analogy's boundary conditions (Bonetto et al., 

2018; Roozenbeek & van der Linden, 2019b). Particularly within the context of online 

misinformation, two shortfalls of such an approach become apparent: persuasive 

arguments within the same issue topic are constantly changing in form, modality, and 

content (Adriani, 2019) and individuals would have to be inoculated against every 

argument within every topic to be adequately equipped against online misinformation. 

Much like generalised vaccines (e.g., MMR vaccine) that can successfully immunise 

against a set of viruses, recent research has demonstrated the efficacy of generalised 

inoculation treatments (Roozenbeek & van der Linden, 2019; Roozenbeek & van der 

Linden, 2020; Basol et al., 2021) by developing inoculation interventions which confer 

resistance against the common manipulation techniques that underpin misinformation 

itself.  

Specifically, these techniques are partially derived from NATOôs report ñDigital 

Hydraò, which outlines various forms of misinformation strategies as well as growing 

research on the deceptive strategies (Bertolini & Aiello, 2018; Brady, Wills, Jost, Tucker, 

& van Bavel, 2017; Cook et al., 2017b; Goga, Loiseau, et al., 2015; Goga, Venkatadri, et 

al., 2015). The process of inoculating against underlying strategies used by a whole range 

of misinformation is an example of conferring a ñblanket of protectionò against the 

misinformation óvirusô. That is, inoculating individuals against one strain offers 

immunisation against related yet different strains of the same misinformation techniques. 

Moreover, the gradual and weakened ñdoseò of misinformation strategies paired with the 

task of actively generating counterarguments demonstrates a critical step toward 
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generalised, therapeutic, and scalable inoculation interventions (Basol et al., 2021; van 

der Linden, 2022). Yet, although this research provides evidence for the effectiveness of 

therapeutic and generalised inoculation treatments against misinformation, these 

underlying mechanisms facilitating such effects, our current scientific understanding, as 

well as its potential applicability, remains vastly underexplored.  

 

Forth, inoculation research has predominantly proposed a two-sided approach to 

counterarguing (Compton, 2013). Namely, the assumption was that exposure to 

refutational counterarguments in the treatment message extended to counterarguing as a 

process. That is, inoculated individuals begin to raise and refute arguments on their own 

after treatment exposure (Compton & Pfau, 2005; McGuire, 1964). This notion of having 

counterarguing modelled and subsequently, continued after treatment exposure, proposed 

a dynamic interplay which, though consistent with the analogical foundations of 

inoculation, remains mostly assumed (Banas & Rains, 2010; Compton, 2013). When 

counterarguing was explored as a process by requiring participants to make a list of 

arguments in support of their position on the issue topic, no effect of inoculation on 

counterarguing was found (Papageorgis & McGuire, 1961). However, by revisiting the 

original prediction that actively letting participants generate their own ñmental 

antibodiesò, recent research has tested interactive inoculation treatments where 

participants are prompted to proactively counterargue against manipulation strategies 

(McGuire & Papageorgis, 1961; Roozenbeek & van der Linden, 2019). In doing so, 

research began exploring the benefits of óactiveô versus ópassiveô inoculation treatments 

(Roozenbeek & van der Linden, 2018). The key distinction here is that contrary to the 

traditional ñpassiveò provision of counter-arguments which individuals can adopt and use 

when encountering (manipulative) persuasion at a later stage, individuals are actively 

engaging in the process of generating counterarguments themselves.  Although these are 

substantial steps toward thinking about and implementing inoculation treatments, little is 

currently known about the differences between active and passive inoculation treatments 

(Compton et al., 2021). Similarly, while these treatments operationalize counterarguing 

differently both lack a clear understanding of the mechanisms underpinning it. 

Consequently, taking a closer and more critical look at counterarguing, one of the 

assumed theoretical pillars of inoculation, is crucial to counteract the current theoretical 

opaqueness and identify how resistance through inoculation manifests and may be spread.   
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Lastly, until recently, inoculation scholarship considered one of its core 

theoretical concepts,  counterarguing, as a distinctly subvocal process. That is, 

counterarguing was believed to be the inoculated individualsô  intrapersonal dialogue and 

grappling with the arguments raised in the attack message. By treating it as an exclusively 

internal process, research on counterarguing has predominantly limited itself to individual 

differences that mediate such intrapersonal communication (Compton & Pfau, 2009). 

However, Ivanov and colleagues (2012) proposed that fully vocalised counterarguing 

through actual talk might play an equally important role in resistance. By suggesting that 

counterarguing may be simultaneously subvocal and vocal, the authors took an important 

step toward thinking of vocalised counterarguing, or post-inoculation talk (PIT), as an 

intrapersonal and interpersonal process (Compton & Pfau, 2009). Indeed, limited work 

on post-inoculation talk has emerged since then (Dillingham & Ivanov, 2016a; Ivanov, 

Parker, et al., 2018; Ivanov, Sellnow, et al., 2018). While some work on post-inoculation 

talk (PIT) has been conducted, substantial theoretical and practical gaps remain that 

prevent the use of PIT to its full potential.  

For example, the few existing studies on PIT instructed participants to engage in 

or withhold from post-inoculation talk. Doing so has prevented any clear conclusions 

regarding whether post-inoculation talk occurs organically and voluntarily after treatment 

exposure.  Similarly, the talk was predominantly assessed by self-reported and recalled 

frequency of conversations and the number of conversational partners. In short, until now, 

inoculation scholarship approached vocalised counterarguing in form of post-inoculation 

talk primarily by instructing individuals to talk and subsequently comparing whether any 

quantitative differences occurred between treatment conditions. Research must move 

beyond the current snapshot approach of post-inoculation talk and establish whether and 

how intensely it occurs organically, whether engaging in PIT impacts their beliefs and 

attitudes, and, perhaps more importantly, what inoculated individuals talk about.  

Pushing the boundaries of Inoculation Theory  

Although Ivanov and colleagues (2016) aimed to examine the content of post-inoculation talk, their 

focus was limited to the effects of PIT on the spreader. Contrastingly, particularly within the context 

of misinformation, various scholars have highlighted the necessity to explore ways to spread 

attitudinal resistance from one person to another (Basol et al., 2021; Compton et al., 2021; 

Lewandowsky & van der Linden, 2021a). This doctoral thesis, at least at the time of the write-up, is 

the first to propose assessing the efficacy of post-inoculation talk by vicariously inoculating recipients 

of post-inoculation talk and therefore, taking a novel step towards spreading resistance between 
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individuals. Furthermore, research has yet to identify the prerequisites for verbally passed-on 

inoculation messages to be effective. That is, whether PIT can function as an inoculation treatment 

and, if so, whether it needs to mimic core components of traditional inoculation treatments. In other 

words, to what extend does post-inoculation talk need to meet the prerequisites of inoculation 

treatments (i.e., threat and counterarguing) to effectively pass-on resistance from one individual to 

another?  Only once research establishes a more nuanced understanding of whether inoculated 

individuals organically engage in post-inoculation talk, what they talk about, how often they do so, 

and what role PIT plays in generating (intraindividual) as well as passing on (interindividual) 

resistance, can research begin exploring the possibility of post-inoculation talk as a promising pathway 

towards psychological herd immunity against persuasion (Compton et al., 2021; Lewandowsky & van 

der Linden, 2021a; van der Linden, 2022). This is of particular importance given that once enough 

individuals are ópsychologically vaccinatedô, the spread of misinformation will be curbed and will not 

spread within a population. In short, instead of attempting to catch up with, correct, and undo the 

harms of misinformation, this doctoral thesis argues that post-inoculation talk could play a crucial role 

in spreading resistance against misinformation from one individual to another. If being vicariously 

inoculated proves to be an effective mean to confer inter-individual resistance against misinformation, 

inoculation may have a chance at keeping up with, if not outpacing, the speed and depth at which 

harmful falsehoods travel.  

 

 To summarise, despite the prodigiously growing literature, fundamental aspects of the 

mechanisms that facilitate attitudinal resistance remain unanswered. It can be argued that this neglect 

stems from an overly cognitive approach to the conceptualisation and implementation of inoculation 

theory, neglecting the role of affect and actual behaviour (Pfau, 2001). Instead, as posited by the 

literature on attitudes, a tripartite theoretical approach that includes the components of affect, 

cognition, and behaviour should be pursued (Eagly & Chaiken, 1992).  Inoculation research needs to 

move beyond the mere demonstration of its efficacy and establish a scientifically rigorous 

understanding of the mechanisms that explain why and how inoculation treatments are effective in 

conferring resistance. To do so, the above-mentioned gaps in the literature will need to be addressed. 

Irrespective of differing views on whether and how anchored inoculation theory should remain to its 

biological namesake, inoculation research is at a pivotal moment (Compton, 2019; Compton et al., 

2021;  Wood, 2007). Further examining and advancing the above-mentioned new avenues could result 

in significant theoretical and practical innovations. Critically reviewing and rethinking core aspects of 

how inoculation research defines and operationalises threat, counterarguing, and resistance itself will 

allow for inoculation theory to be well-positioned within the context of the post-truth era (Compton, 

van der Linden, Cook, & Basol, 2021). Only once a clearer understanding of the pre-requisites, driving 

factors, and boundary conditions of active, generalisable, and therapeutic inoculation treatments exists 

can we start taking decisive and effective steps towards psychological herd immunity against 

misinformation.  This doctoral thesis hopes to contribute to such aspirations by advancing the current 

scientific understanding of how attitudinal resistance is build, strengthened, and shared.  
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Outline of Doctoral Thesis  

Across the next 5 chapters, this doctoral thesis will offer a multi-layered approach to thinking about, 

testing, and enhancing resistance to persuasion. Thus, I will review the possibilities of conferring 

resistance through a variety of treatment forms (e.g., active vs. passive), across various contexts (e.g., 

generalised vs. specific), on different platforms (e.g., simulating Twitter, WhatsApp, and intra- and 

interpersonal talk) with the aims to expose the mechanisms that allow inoculation to confer resistance 

and establish how such resistance may be build, strengthened, and shared. Accordingly, Chapter 2 will 

begin by examining the effectiveness of active, generalised, and therapeutic inoculation treatments 

and will review the role of attitude certainty in the inoculation process. Subsequently, Chapter 3 will 

further explore the role of attitude certainty in the strengthening of resistance and build on these 

findings and extend the exploration of gamified inoculation treatments to the context of end-to-end 

encrypted messaging applications and the distinct psychological factors that accompany them (e.g., 

group dynamics, rumour, and gossip). Next, Chapter 4 will address the shortcomings of the previous 

chapters and directly compare the effectiveness of active and passive forms of inoculation 

interventions against COVID-19-specific misinformation. This chapter will also critically revisit the 

role of threat, one of two key theoretical components of inoculation theory, and identify ways to 

enhance our current scientific understanding and operationalisation of the role of threat in the 

resistance process. In doing so, these chapters will highlight the processes that allow inoculation-

induced resistance to be generated, strengthened, and spread. Lastly, Chapter 5 will examine threatôs 

counterpart ï counterarguing. Here, a three-phased experiment will explore whether vocalised 

counterarguing, in form of post-inoculation talk (PIT), offers a feasible way toward psychological 

herd immunity. To do so, this chapter will first establish whether inoculated individuals organically 

and voluntarily engage in post-inoculation talk and if so ï what do the quantity, depth, and content of 

their conversations look like? Additionally, this chapter will assess whether engaging in PIT, in turn, 

has any beneficial effects on the inoculated individual (e.g., strengthening attitudes). Lastly, this 

chapter will examine whether post-inoculation messages composed by inoculated individuals can 

function as a substitute for traditional inoculation treatments and vicariously inoculate the recipients 

of PIT. Crucially, by pitting inoculation against misinformation and assessing whether vicariously 

inoculated individuals pass on inoculation-congruent content instead of misinformation, this chapter 

will explore a potential pathway towards societal immunity against misinformation through 

inoculation.   

Jointly, these studies aim to review, challenge, and advance our current understanding of inoculation 

theory, its core theoretical constructs, its operationalisation, and its application. Specifically, the 

research presented in this thesis contributes to the current (lack of) understanding of the role of attitude 

certainty, motivational threat, and post-inoculation talk in the inoculation process and even goes as far 

as questioning as to what constitutes as realistic resistance in the digital age. By challenging the 

foundations and its traditional interpretations alike, I hope to shed some light on how far inoculation 

scholarship has come and where it can go from here. Therefore, across the next five chapters, this 



 

     29 

W
o
rd

 T
e

m
p
la

te
 b

y 
F

rie
d
m

a
n 

&
 M

o
rg

a
n 

2
0
1

4 

doctoral thesis aims to lay out a pathway for resistance to persuasion to be build, strengthened, and 

spread. Lastly, the highly applied nature of this thesis provides unique insights, for scholars and policy-

makers alike, into the efficacy, shortfalls, and future directions of inoculating intervention against 

pressing societal challenges.  
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2 THE ROLE OF ATTITUDE CERTAINTY IN 

RESISTANCE TO PERSUASION 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Published as: Basol, M., Roozeneek, J., & van der Linden, S. (2020). Good News about Bad News: 

Gamified Inoculation Boosts Confidence and Cognitive Immunity Against Fake News. Journal of 

Cognition,3(1), 2. DOI: http://doi.org/10.5334/joc.91 

2.1 Abstract 

Recent research has explored the possibility of building attitudinal resistance against online 

misinformation through psychological inoculation. The inoculation metaphor relies on a medical 

http://doi.org/10.5334/joc.91
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analogy: by pre-emptively exposing people to weakened doses of misinformation cognitive immunity 

can be conferred. A recent example is the Bad News game, an online fake news game in which players 

learn about six common misinformation techniques. We present a replication and extension into the 

effectiveness of Bad News as an anti-misinformation intervention. We address three shortcomings 

identified in the original study: the lack of a control group, the relatively low number of test items, 

and the absence of attitudinal certainty measurements. Using a 2 (treatment vs. control) × 2 (pre vs. 

post) mixed design (N = 196) we measure participantsô ability to spot misinformation techniques in 

18 fake headlines before and after playing Bad News. We find that playing Bad News significantly 

improves peopleôs ability to spot misinformation techniques compared to a gamified control group, 

and crucially, also increases peopleôs level of confidence in their own judgments. Importantly, this 

confidence boost only occurred for those who updated their reliability assessments in the correct direc-

tion. This study offers further evidence for the effectiveness of psychological inoculation against not 

only specific instances of fake news, but the very strategies used in its production. Implications are 

discussed for inoculation theory and cognitive science research on fake news. 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2 Introduction  

2.2.1 Persuasion Research on Attitude Certainty   

Much of early persuasion research has given priority to studying incidences where persuasion is 

successful, prioritising an understanding of what makes messages more persuasive. Around the early 

60s, an increasing number of scholars dedicated themselves to understanding the process of defending 

oneôs attitudes against persuasive messages ï that is, attitudinal resistance to persuasion. Since then, 

research has demonstrated that people tend to resist persuasive attempts when they are forewarned 

about someoneôs manipulative intent (Papageorgis, 1968; Petty & Cacioppo, 1979), when their 
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perceived freedom is threatened (Brehm, 1966), and when attitudes are held strongly (Petty & 

Krosnick, 1995). Indeed, general persuasion research has identified a number of distinct factors and 

mechanisms that underpin resistance to persuasion (Petty, Tormala, & Tucker, 2004; Banas & Rains, 

2010). To exemplify, studies suggest that bolstering initial attitudes, derogating the credibility of a 

persuasive message, or experiencing negative affect (e.g., anger) play important roles in resisting 

persuasion (Lewan & Stotland, 1961; Tannenbaum et al., 1996; Ahluwalia, 2000). 

  

 Another powerful ingredient to resistance to persuasion is attitude certainty, a dimension of 

attitude strength, which refers to the ñdegree to which an individual is confident that his or her attitude 

toward an object is correctò (Krosnick et al., 1993, p.1132). A large body of research has established 

antecedents that offer glimpses into the unique ways in which individual and contextual factors affect 

attitude certainty.  To give an example, Petrocelli and colleagues (2007) argued that two distinct 

components, which are referred to as attitude clarity and attitude correctness, warrant a more nuanced 

conceptualisation of attitude certainty. Whereas attitude clarity refers to how confidently one is aware 

of their attitude towards an issue, attitude correctness relates to the subjective correctness and validity 

with which an attitude is held.  Indeed, Petrocelli and colleagues (2007) suggest that despite their 

highly correlated nature, these two components should be examined independently of one another. 

Other research highlighted the relationship between attitude accessibility and attitude certainty, such 

that repeatedly expressed attitudes were held with higher levels of certainty than attitudes that were 

not (Holland et al., 2003).  

However, current conceptualisations of attitude certainty assume that the consequences of attitude 

certainty occur regardless of how certainty is reached or established. And though research suggests 

that the sense of conviction with which an attitude is held predicts behavioural intentions, strengthens 

resistance to persuasion, and persists over time (e.g., Fazio & Zanna, 1978; Bassili, 1996), inoculation 

theory, arguably the most prominent account of empirically testing attitude resistance, has neglected 

attitude certainty for the most part (Pfau et al., 2005; Tormala & Petty, 2004). In short, inoculation 

theory (McGuire, 1964), suggests that analogous to the process of a medical vaccination, the two key 

components threat and counterarguing, model and continue the generation of attitude-bolstering 

ñmental antibodiesò against future persuasive attempts. The logic behind it suggests that initial 

exposure to mild forms of persuasion triggers a heightened perception of oneôs attitudinal 

vulnerability, which, in turn, motivated the individual to take on pre-emptive refutations offered in the 

treatment messages and build mental defences against future attacks on the issue topic.  

2.2.2 Inoculation Research on Attitude Certainty  

Inoculation theory implies that the initial attack and subsequent heightened sense of attitudinal 

vulnerability led attitude certainty to decrease. However, after attitude certainty was initially shaken 

by the threat component of the treatment message, the generation of and practice with 

counterarguments was assumed to increase oneôs confidence to resist future forms of persuasion 
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(McGuire, 1964). However, this notion points to attitude certainty within the context of resisting, 

rather than how it may affect the certainty with which an attitude is held per se (Tormala & Petty, 

2004). Interestingly, in both research on inoculation theory as well as general research on resistance 

to persuasion, the predominant assumption appears to be that successfully resisting equals attitudes 

remaining entirely unchanged. On the other hand, more recent research found that resisting persuasive 

attacks had a strengthening effect on the target attitude (Tormala & Petty, 2002). Specifically, the 

authors demonstrated that, under some circumstances, successfully resisting persuasive attempts has 

a boosting effect on the confidence with which the target attitude is held. Additionally, the authors 

proposed a novel and metacognitive account of how individualsô awareness of their resistance affected 

their attitude certainty. Importantly, Tormala and Petty found that the more confident individuals 

became in their attitudes, the more these attitudes predicted behavioural intentions. Since then, 

inoculation research identified various unintended benefits (or ñby-productsò) of treatment messages, 

ranging from increasing perceived self-efficacy, attitude accessibility, and attitude certainty (Compton 

& Pfau, 2005; Ivanov et al., 2009). Indeed, research suggests that on top of attitude certaintyôs effect 

on resistance, it also strengthens attitude persistence and predicts behavioural intentions (Brügger & 

Höchli, 2019; Tormala & Petty, 2004). Thus, these findings emphasise the potential role of attitude 

certainty in strengthening beliefs and predicting behavioural intentions, which, in turn, are most 

predictive of actual behavioural actions (Maki et al., 2019).   

Pushing the theoretical boundaries: Inoculating against 

misinformation 

However, it is essential to note that much of the early inoculation work was constrained to ñcultural 

truismsò, that is, beliefs that are so widely held within the social milieu, that the very notion of 

challenging them seems implausible and unlikely (McGuire, 1964). In the real world, however, people 

will often hold very different, at times even contradictory pre-existing beliefs about a particular issue. 

As a consequence, the current understanding of the role that attitude certainty plays on the inoculation 

process with contested issues, or simply topics that are either still evolving or that people have 

differing opinions on, is somewhat fragmented still. More recently, and because the spread of harmful 

content in online networks bears a close resemblance to the manner in which a virus replicates 

(Kucharski, 2016), inoculation theory has been applied to the context of online misinformation.  In 

fact, research emphasises the efficacy of inoculation treatments in the context of disinformation 

campaigns about climate change (Cook et al., 2017; van der Linden, Leiserowitz, et al., 2017), political 

radicalisation (Lewandowsky & Yesilada, 2021), and conspiracies about the COVID-19 pandemic 

(Basol et al., 2021).  Since people have likely come across misinformation about most real-world 

settings prior to treatment exposure, from a theoretical point of view, we cannot speak of purely 

prophylactic inoculation. Instead, just as medicine has advanced to distinguish between prophylactic 

and therapeutic vaccines, therapeutic inoculation approaches can still confer protective benefits even 
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among those already ñafflictedò by boosting immune responses in the desired direction (Compton, 

2019).  

Finding an Antidote: Gamified Inoculation  

More recently,  Roozenbeek and van der Linden (2019) have pointed toward novel ways to apply 

gamified inoculation interventions against online misinformation. Here, participants enter a simulated 

social media environment (Twitter) where they are gradually exposed to weakened ñdosesò of 

misinformation strategies and actively encouraged to generate their own content. The intervention is 

a free social impact game called Bad News (www.getbadnews.com; Figure 1A), developed in 

collaboration with the Dutch media platform DROG (DROG, 2018), in which players learn about six 

common misinformation techniques (impersonating people online, using emotional language, group 

polarisation, spreading conspiracy theories, discrediting opponents, and trolling, Figure 1B). These 

strategies are partially derived from NATOôs report ñDigital Hydraò, which outlines the various forms 

of misinformation strategies as well as growing research on the deception strategies (Bertolini & 

Aiello, 2018; Brady et al., 2017; Cook et al., 2017; Goga, Loiseau, et al., 2015; Goga, Venkatadri, et 

al., 2015). 

 

Figure 1: Landing screen Bad News (Panel A) and simulated Twitter engine (Panel B).  

 

The purpose of the game is to produce and disseminate disinformation in a controlled 

environment whilst gaining an online following and maintaining credibility. Players start 

out as anonymous netizens and eventually rise to manage their own fake news empire. 

The theoretical motivation for the inclusion of these six strategies is explained in detail 

in Roozenbeek and van der Linden (2019) and covers many common disinformation 

scenarios including false amplification and echo chambers. Moreover, although the game 

scenarios themselves are fictional they are modelled after real-world events. In short, the 

gamified inoculation treatment incorporates an active and experiential component to 

resistance-building.  
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Shortcomings and Remaining Gaps  

Although the study provided preliminary evidence that the game increases peopleôs ability to detect 

and resist a whole range of misinformation (in the form of deceptive Twitter posts), the study suffered 

from a number of important theoretical and methodological limitations. For example, although the 

original study (Roozenbeek & van der Linden, 2019) did include various ñreal newsò control items, it 

relied on a self-selected online sample of approximately 15,000 participants in a pre-post (within) 

gameplay design, and therefore, lacked a proper randomized control condition. This is important 

because there could be a secular trend so that people downgrade their reliability ratings of the fake 

tweets (pre-post) regardless of what intervention they are assigned to. Second, because the testing 

happened within the game environment, the original study only included a limited number of fake 

news items (one survey item per misinformation technique). Third, on a theoretical level, the study 

only looked at reliability judgments and thus could not determine how confident or certain people 

actually were in their beliefs. While there is some research emphasising the role of confidence in 

identifying misinformation and belief in conspiracy theories (Halpern et al., 2019; Hinsley et al., 2022; 

Ognyanova et al., 2020), little is known about how oneôs attitude confidence affects resistance against 

misinformation.  

 

 How then, can this somewhat fragmented understanding of attitude certaintyôs role in the 

inoculation process be applied to the current societal threat of online misinformation?  Do inoculation 

treatments leave individuals less or more confident in their ability to spot and resist misinformation? 

Does attitude confidence have any impact on their actual ability to resist misinformation? 

Additionally, it is unclear whether the same theoretical mechanisms that facilitate prophylactic 

inoculation (e.g., confidence in defending oneôs beliefs) also boost the efficacy of therapeutic 

inoculation. Addressing these theoretical and practical questions will be crucial to maximising the 

potential efficacy of generalised and therapeutic inoculation interventions against misinformation. To 

summarise, this chapter addresses three key shortcomings in the original research by 1) including a 

randomized control group, 2) adding a larger battery of items, and 3) identifying whether inoculation-

induced attitudinal resistance increases attitude certainty, and, in turn, how this might affect how 

attitude resistance through inoculation is build and strengthened. 

2.3 Methods 

Participants and Procedure  

This study employed a 2 (Bad News. vs. Control) * 2 (pre-post) mixed design to test the efficacy of 

active (gamified) inoculation in conferring attitudinal resistance to misinformation. The independent 

variable consisted of either the treatment condition in which participants played the Bad News game 

or a control condition in which participants were assigned to play Tetris (to control for gamification; 
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Tetris specifically was chosen because it is in the public domain and requires little prior explanation 

before playing).  

 

Following Roozenbeek and van der Linden (2019), the dependent variable consisted of an assessment 

of the reliability of 18 misinformation headlines in the form of Twitter posts (see appendix). As the 

Bad News game covers six misinformation techniques, three items per technique were included1. 

These Twitter posts were created to be realistic, but not real, both to avoid memory confounds 

(participants may have seen ñrealò fake news headlines before) and to be able to experimentally isolate 

the misinformation techniques. Taking into account the average inoculation effect reported in previous 

research (Roozenbeek & van der Linden, 2019), a priori power analysis was conducted with G* power 

using Ŭ = 0.05, f = 0.26 (d = 0.52) and power of 0.90 with two experimental conditions. The minimal 

sample size required for detecting the main effect was approximately 158. A total of 197 participants 

were recruited through the online crowdsourcing platform, Prolific Academic, which has been reported 

to produce higher data quality than MTurk (Peer et al., 2017). Consenting participants (58% male, 

modal age bracket = 18ï24, 20% higher educated, 61% liberal, 80% white2) completed the survey, 

were debriefed, and paid £2.08 in compensation. This study was approved by the Cambridge 

Psychology Research Ethics Committee (PRE.2018.007).  

 

A plug-in was created so that the game could be embedded in Qualtrics, and pre-post testing could 

take place outside of the game environment to further enhance ecological validity. Upon giving 

informed consent, participants were randomly presented with 18 fictitious Twitter posts and on a 

standard 7-point scale, reported how reliable they received each post to be and how confident they 

were in their judgements. Subsequently, participants were randomly assigned to a condition. In the 

inoculation condition participants (n = 96) were asked to play the ñBad Newsò game for about 15 

minutes. Participants were assigned a password for completion which they could only receive after 

completing the final level (badge). Participants (n = 102) in the control condition played Tetris for 15 

minutes in the same manner. After treatment exposure, all participants were asked to complete the 

same set of outcome measures.  

 

 

 

 

 

 

 

1 In the original study by Roozenbeek and van der Linden (2019), only six items were included. We 

included the original items plus two new ones for each badge using the same approach.   

2 Socio-demographics (except for ideology) were answered by 52% (n = 104) of the 197 participants. 
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Measures 

Perceived Reliability  

To assess participantsô perceived reliability, a single-item measure was presented alongside 18 (6*3) 

fake Twitter posts (example item polarization; ñNew study shows that right-wing people lie more often 

than left-wing peopleò). Participants reported the perceived reliability of each post on a 7-point Likert-

scale from not reliable at all (1), neutral (4) to very reliable (7). Following Roozenbeek and van der 

Linden (2019), to form a general fake news scale of perceived reliability, all 18 fake news items were 

averaged. An initial reliability analysis suggested good internal consistency (M = 3.17, SD = 0.85, Ŭ 

= 0.84) of the 18-item fake news scale. A subsequent exploratory principal component 

analysis (PCA) was also run on the fake news items. According to the Kaiser criterion, 

results indicated that the items clearly loaded on a single dimension with an eigenvalue 

of 3.15, accounting for 53% of the variance. Thus, for ease of interpretation and to limit 

multiple testing, all 18 items were collapsed and treated as one overall measure of fake 

news judgments. Nonetheless, descriptive statistics for badge-level results are also 

presented in the Appendix.  

Attitudinal Certainty  

Similarly, a single-item measure was presented alongside each of the news items, asking participants 

to indicate how confident they are in their reliability assessment on a 7-point Likert scale, ranging 

from not at all confident (1) to neutral (4) to very confident (7). Scale reliability analysis on the 

averaged 18 attitude certainty items (6*3) indicated high internal validity (M = 5.23, SD = 0.84, Ŭ = 

.89). Similarly, PCA results indicated that the items loaded on a single dimension with an eigenvalue 

of 3.88, accounting for 65% of the variance (see Appendix for badge-level results).  

Political Ideology 

Political ideology was measured on a standard self-placement scale, ranging from 1 = very 

conservative, 4 = moderate, to 7 = very liberal. Although often more diverse than Mturk (Peer et al., 

2017), the Prolific sample (M = 4.69, SD = 1.42) was fairly liberal with 21% conservatives, 18% 

moderates, and 61% identifying as liberal. 

2.4 Results  

A One-way ANOVA was conducted to compare the effect of treatment condition (inoculation, control) 

on the difference in pre-and-post reliability scores of the fake news items. Results demonstrate a 

significant main effect of treatment condition on aggregated reliability judgements: F(1, 196) = 17.54, 
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MSE = 0.36, p < .001, ɖ2 = .082)3. Specifically, compared to the control condition, the shift in post-

pre difference scores was significantly more negative in the inoculation condition (M = ï0.09 vs M = 

ï0.45, Mdiff = ï0.36, 95% CI [ï0.19, ï0.52], d = ï0.60, Figure 2). A separate two-way ANOVA 

revealed no main effect F(2, 179) = 2.80, p = 0.06 nor interaction F(2, 179) = 0.96, p = 0.38 with 

political ideology4. In short, compared to their assessments on the pre-test, individuals demonstrated 

a larger decrease in perceived reliability of fake news items when in the inoculation group versus the 

control condition. Similar patterns were observed at the badge level in the game (see Appendix) 

although there was some heterogeneity across badges with average effect-sizes ranging from d = 0.14 

(polarization) to d = 0.58 (discrediting).  

 

Figure 2: Median difference (post-pre) in reliability assessments of fake news items across 

treatment conditions with jitter (Panel A) and density plots of the data distributions (Panel B).  

Furthermore, a one-way ANOVA also demonstrated a significant main effect of treatment condition 

on (post-pre) confidence scores (Figure 3), F(1, 196) = 13.49, MSE = 0.27, p < .001, ɖ2 = .06. Mean 

difference comparisons across conditions indicate a significantly higher (positive) difference score in 

the inoculation group compared to the control condition (M = 0.22 vs. M = ï0.06, Mdiff = 0.27, 95% 

 

 

 

 

 

 

 

3 A linear regression with post-test as the dependent variable, condition as a dummy, and pre-test as a 

covariate gives the same result. There was no significant difference at pre-test between the conditions 

(M inoculation = 3.14 vs. Mcontrol = 3.32, Mdiff = -0.185, 95% CI [-0.42, 0.005], p=0.12, see Appendix).   

4 Though conservatives (M = 3.56) were significantly more susceptible than liberals (M = 3.05) on the 

pre-test, t(147) = 3.22, d = 0.61, p < 0.01, consistent with Roozenbeek and van der Linden (2019).   
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CI [0.13, 0.42], d = 0.52)5. This suggests that compared to their assessments prior to treatment 

exposure, individuals demonstrated a larger increase in confidence in the inoculation versus the control 

condition. Once again, a two-way ANOVA revealed no main effect F(2, 179) = 1.22, p = 0.30 nor 

interaction F(2, 179) = 0.14, p = 0.87 with political ideology. At the badge level (see appendix), effect-

sizes for increased confidence ranged from d = 0.23 (discrediting) to emotion (d = 0.49). Importantly, 

the increase in confidence only occurred for those (71%) who broadly updated their reliability 

judgments in the right direction6 (Minoculation = 0.29 vs. Mcontrol = ï0.02 Mdiff = 0.31, 95%[0.13, 0.49], 

t(126) = 3.37, p < 0.01). In contrast, no gain in confidence was found among those who either did not 

change or updated their judgments in the wrong direction (Minoculation = 0.03 vs. Mcontrol = ï0.11, Mdiff 

= 0.14 95%[ï0.11, 0.39], t(68) = 1.13, p = 0.26). 

 

 

Figure 3: Median change scores (post-pre) of confidence in reliability judgments across 

treatment conditions with jitter (Panel A) and density plots of the data distributions (Panel B). 

 

 

 

 

 

 

 

5 linear regression with post-test as the dependent variable, condition as a dummy, and pre-test as a 

covariate gives the same result. There was no significant difference in confidence judgments at pre-

test between conditions (Minoc= 5.25, Mcontrol=5.27, Mdiff= 0.002, 95% CI[-0.24, 0.20].  p = 0.88, please 

see Appendix).   
6 Meaning that fake headlines were deemed less reliable on the post-test compared to the pre-test (i.e., 

Mdiff < 0).   



 

40 

W
o
rd

 T
e

m
p
la

te
 b

y 
F

rie
d
m

a
n 

&
 M

o
rg

a
n 2

0
1

4
 

2.4 Discussion 

This study successfully demonstrated the efficacy of a ñbroad-spectrumò inoculation 

against misinformation in the form of an online fake news game. Using a randomized 

design, multiple items, and measures of attitudinal certainty, this chapter replicated and 

expands on the initial study by Roozenbeek and van der Linden (2019). Overall, this study 

finds clear evidence in support of the intervention. Whereas Roozenbeek and van der 

Linden (2019) reported an average effect size of d = 0.52 for aggregated reliability 

judgments using a self-selected within-subject design, this study finds very similar effect-

sizes in a randomized controlled design (d = 0.60). The range in effect-sizes observed on 

the badge level (d = 0.14 to d = 0.58) are also similar to what Roozenbeek and van der 

Linden (2019) reported (d = 0.16 to d = 0.36) and can be considered sizeable in the context 

of resistance to persuasion research (Banas & Rains, 2010; Walter & Murphy, 2018). In 

fact, Funder and Ozer (2019) recommend describing these effects as medium to large and 

practically meaningful, especially considering the refutational-different rather than the 

refutational-same approach adopted here, i.e., in the game, participants were trained on 

different misleading headlines than they were tested on pre-and-post. The exposure to 

general manipulation techniques across different topics provides additional support for 

broad-scale inoculation interventions against misinformation. This phenomenon is 

consistent with recent research on the ñblanket of protectionò, where the inoculation 

effect extends to previously unmentioned arguments on the same issue (Ivanov et al., 

2012). 

 

 Importantly, consistent with Roozenbeek and van der Linden (2019), none of the main effects 

revealed an interaction with political ideology, suggesting that the intervention works as a ñbroad-

spectrumò vaccine across the political spectrum. However, it is interesting that in both studies, the 

smallest effect is observed for the polarization badge. One potential explanation for the lower effect 

on polarization is confirmation bias: in the game, decisions can still be branched ideologically 

congenially. Given the worldview backfire effect (Lewandowsky et al., 2012), future research should 

evaluate to what extent inoculation is effective for ideologically congruent versus non-congruent fake 

news. Nonetheless, these results complement prior findings which suggest that susceptibility to fake 

news is the result of a lack of thinking rather than only partisan motivated reasoning (Pennycook & 

Rand, 2019). Lastly, the current study also significantly advances our understanding of the theoretical 

mechanisms on which the intervention acts. For example, while inoculated individuals improved in 

their reliability assessments of the fake news items, the average confidence they expressed in their 

judgements also increased significantly and substantially. Importantly, the intervention only 
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significantly increased confidence amongst those who updated their judgments in the right direction 

(i.e., correctly judging manipulative items to be less reliable).  

The case for therapeutic and generalised inoculations 

These are promising findings in light of the limited contemporary understanding of the role of certainty 

in the inoculation process. By pushing the boundary conditions and assessing individualsô actual 

ability and confidence to differentiate between manipulative and non-manipulative content, these 

findings provide support for the efficacy of gamified, generalised, and therapeutic inoculation 

treatments. Furthermore, these results point towards a  confidence-boosting effect of inoculation 

treatments on resistance. As pointed out by Tormala and Petty (2002), the longstanding assumption in 

inoculation research was that resistance equalled no attitude change. Here, the findings suggest that 

óbroad-spectrumô treatments against common manipulation techniques enhance inoculated 

individualsô ability to confidently and correctly spot and resist misinformation. In other words, this 

chapter provides initial findings arguing that certainty plays an integral part in the building and 

strengthening of attitudinal resistance, emphasising that something indeed does happen during the 

inoculation process. This is consistent with early theorising, where McGuire suggested that after 

attitude certainty was initially shaken by the threat component of the treatment message, the generation 

of and practice with counterarguments would increase confidence to resist (McGuire, 1964). Here, the 

gamified setup of Bad News which requires participants to actively raise and refute counterarguments 

themselves arguably offers an enhanced process of subvocal counterarguing which, in turn, seems to 

boost individualsô confidence in correctly resisting misinformation in the future.   

Situating attitude confidence in the inoculation process 

 Yet, a few deviations from traditional assessments of attitude certainty in persuasion are 

noteworthy. Firstly, the present study incorporated a meta-cognitive element of resistance by asking 

participants to reflect on their ability and confidence to resist misinformation. In other words, instead 

of assessing attitudes and attitude certainty before and after treatment exposure, the current study 

focuses on reliability assessments and confidence in judgements, respectively. This is consistent with 

Tormala and Petty (2002) who have emphasised the importance of a meta-cognitive account when 

examining resistance to persuasion. Specifically, in a series of four experiments, they found that when 

people believe that they have successfully resisted a persuasive message, they become more certain in 

their attitudes. However, this effect only occurred when the resisted attack is believed to be strong, 

allowing individuals to feel good about their meta-cognitive experience of resisting persuasion. On 

the other hand, when individuals perceived the resisted attack to be weak, the interference that their 

position on the issue topic is valid was not made as confidently. Hence, incorporating individualsô 

awareness of their confidence in resisting rather than towards a specific attitude, reflects an initial step 

towards rethinking the role of confidence in the resistance process.  
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 Regardless, more research is required to identify whether an increase in confidence pertains 

to the fake items themselves or rather the ability to refute misinformation in general. For example, 

Tormala and Petty (2004) have argued that these mechanisms are likely to be intertwined as 

individuals might be confident in their ability to refute counterarguments because they perceive their 

attitudes to be valid and therefore, are both more willing and likely to defend their beliefs. 

Additionally, research outlining the role of confidence in the spread of misinformation gives reason 

to surmise that confidence might play a bigger role in the inoculation process altogether by affecting 

not only the assessment of misinformation but also whether or not individuals choose to pass it on. 

Limitations and future research 

As it is with all research, this study did suffer from a number of necessary limitations. First, the Prolific 

sample was likely not representative of the U.K. population. Indeed, a stark absence of applying 

inoculation cross-culturally is evident. If active inoculation is to be a scalable intervention against 

misinformation, its efficacy must be established across different cultures and socio-political contexts.  

Secondly, although the study controlled for modality (given that both Bad News and Tetris are games), 

it  lacked a condition that is cognitively comparable to the inoculation condition. It will be important 

for future research to evaluate to what extent ñactiveò gamified inoculation is superior to ñpassiveò 

approachesðincluding traditional fact-checking and other critical thinking interventionsðespecially 

in terms of eliciting a) motivation, b) the ability to help people discern reliable from fake news, and c) 

the rate at which the inoculation effect decays over time. Third, although this study improved on the 

initial design by having participants evaluate simulated Twitter posts (pre and post) outside of the 

game environment, this study does not allow to determine if playing the Bad News game led to an 

increased ability to detect real news or changes in online behaviour (e.g., if players shared less fake 

news on social media than people who did not play the game). Fourth,  the fact that a small minority 

of individuals appear to engage in contrary updating is worth noting and a finding future work may 

want to investigate further (e.g., in terms of prior motivations). Fifth,  the duration and longevity of 

the inoculation effect was not assessed. Given that the inoculation effect is known to decay over time, 

albeit no clear parameters exist yet (Banas & Rains, 2010), future research should explore the 

durability of resistance through gamified inoculation treatments.  Lastly, although the fictitious nature 

of the items helps rule out potential memory confounds and the lack of variation on the measures (pre-

post) in the control group should decrease concerns about potential demand characteristics, future 

research on decay should consider testing the reliability assessment of previously unseen items or 

examine whether the repeated assessment of the same content impacts the longevity of inoculation.  

2.5 Conclusion 

In conclusion, this study finds support for generalised and gamified inoculation treatments against the 

common manipulation techniques that underpin online misinformation. Simultaneously, the chapter 
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also addresses the main shortcomings evident in Roozenbeek and van der Lindenôs (2019) original 

evaluation of the Bad News game: the lack of a control group, a relatively small number of items to 

measure effectiveness, and the absence of attitudinal certainty measurements. Thus, the following can 

be concluded: compared to a control group, the generalized inoculation intervention not only 

successfully conferred resistance to online manipulation but also boosted confidence in inoculated 

individualsô ability to resist misinformation. Importantly, this confidence boost occurred in the correct 

direction and thereby, enhancing inoculated individualsô ability to confidently and correctly spot and 

resist misinformation. Though more research is needed, this research makes substantial steps towards 

understanding the mechanisms that build and strengthen resistance. Future research should pursue a 

more nuanced understanding of how attitude certainty may help enhance and extend the effects of 

inoculation-induced resistance against misinformation.   
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3 THE ROLE OF ATTITUDE CERTAINTY IN 

ONLINE SHARING INTENTIONS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1 Abstract  

In light of the societal threat posed by fake news, recent research has explored the possibility to build 

psychological resistance to misinformation through inoculation. Inoculation theory is based on the 

biological analogy of an immunisation process, positing that pre-emptive exposure to weakened doses 

of manipulation motivates the development of ñmental antibodiesò. This chapter aims to further 

explore the role of attitude certainty in the building and strengthening of attitudinal resistance. Having 
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previously established the efficacy of generalised inoculation treatments against misinformation on 

simulated social media platforms like Twitter, the current chapter aims to assess its efficacy within 

the neglected context of end-to-end messaging apps like WhatsApp. As part of a unique collaboration 

with WhatsApp Inc, we developed Join this Group, an online choice-based game that aims to inoculate 

people against the spread of misinformation on private messaging apps (e.g., peer pressure, trusted 

contacts). A randomised longitudinal study with a UK nationally representative sample (N= 839) was 

conducted. Firstly, the results provide support for the notion that gamified prebunking interventions 

are an effective and scalable means of reducing susceptibility to misinformation encountered within 

the context of WhatsApp. Furthermore, a significant main effect of the intervention on reliability 

assessments of fake news items, attitude certainty, and willingness to share information online is 

evident. Building on Chapter 1, inoculated individuals also report being more confident in their 

assessments and less willing to share news items that employ manipulation strategies. Moreover, the 

results also suggest a mediating effect of confidence on sharing intentions of misinformation. Lastly, 

these findings are maintained for at least one week after playing Join this Group. These results have 

significant ramifications for designing misinformation interventions tailored to the specific challenges 

of encrypted messaging applications and raise additional questions regarding inoculation researchôs 

ability to spread resistance across issues, platforms, and individuals.  

 

 

3.2 Introduction 

Misinformation protected by the walls of end-to-end encryptions 

Over the years, social media companies have increasingly adopted and experimented with 

countermeasures against the prevalence of misinformation on their platforms (reference). Whether in 

form of flagging misleading content (Lanius et al., 2021) or taking down extremist groups  (Ganesh 

& Bright, 2020; Gorwa et al., 2020), moderating content on social network platforms (e.g., Twitter, 

Facebook) is unlikely to stop the underlying psychological forces that lead people to believe in and 

share misinformation in the first place. Instead, content regulation appears to be a double-edged 

sword that can result in just as many unwanted by-products, including simply moving conversations 

to end-to-end encrypted messaging platforms such as WhatsApp, Signal, and Telegram 

(Badrinathan, 2021; Urman & Katz, 2020). Here, content can freely circulate within closed 

networks, creating a breeding ground for unverified, misleading, or false information (Garimella & 

Eckles, 2020; Resende et al., 2019). With over 2 billion WhatsApp users worldwide and a large 
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portion of news shared on the platform being false or distorted, WhatsApp is regarded as one of the 

biggest tools for spreading misinformation (Gross, 2017).  Additionally, research shows that a 

significant amount of harmful and false content continues to be shared on these platforms, even after 

professional and third-party fact-checkers have debunked them (Reis et al., 2020).  Research points 

out the role  ñclosedò messaging applications play in undermining and disrupting political elections 

and referenda (Kazemi et al., 2021; Machado et al., 2019), spreading QAnon, a far-right conspiracy 

theory (Hoseini et al., 2021), as well as fuelling mob lynchings and the formation of ñWhatsApp 

vigilanteò groupings, that is, groups who take it upon themselves to enforce law and punishments in 

their neighbourhood (Arun, 2019b; Banaji, With, et al., 2019). This has led WhatsApp to take legal 

action against abusers of their platform (Kalra & Vengattil, 2019) and governments to urge 

WhatsApp to lift its encryption (Ellis-Peterse, 2021; Kazmin, 2018).  

 

Despite WhatsAppôs initial countermeasures, ranging from placing restrictions on 

forwarding messages to limiting the size of group chats, misinformation on the platform persists and 

was further exacerbated by the pandemic (Al-Zaman, 2021; Ferrara, 2020). Moreover, research 

suggests while such efforts can significantly delay the propagation of misinformation, they remain 

ineffective in preventing or stopping it (de Freitas Melo et al., 2020). Considering the previously 

mentioned shortcomings of algorithmic solutions and the inability to moderate content on private 

messaging applications, effective interventions that help individuals spot and resist misinformation 

are urgently needed. Yet, little is known about whether and how misinformation may differ on 

platforms that are closed, end-to-end encrypted, and commonly exclusively used to communicate 

with close social groups (e.g., family and friends). Given the more personal and private nature of 

such interactions, then, is it possible that misinformation spread on private messaging platforms is 

underpinned by different psychological factors?  

The psychological dynamics on private messaging platforms  

A few characteristics unique to private messaging apps make the spread of misinformation particularly 

pervasive. At a psychological level, research on the effects of source information suggests that trusted 

endorsements (e.g., the sharing of content by a trustworthy source) significantly impact the perceived 

credibility of misleading content (Mena et al., 2020). Considering that the original source of online 
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information is often unknown or unfamiliar, a heightened reliance on social cues is evident when 

assessing message credibility (Jessen & Jørgensen, 2012; Seo et al., 2019). This emphasises the 

importance of social ties in the flow of information (Sun et al., 2006). Building on that, research 

underlines that more closely perceived connections exert different group peer pressures and encourage 

conformity (Bleize et al., 2021a; Brechwald & Prinstein, 2011).  

 

Perhaps then, to mimic the settings unique to private messaging applications, a broader definition of 

misinformation is needed. Firstly, not all forms of misinformation are spread with ill intent. Basic 

human error, or put differently, beliefs that are genuinely believed to be true and therefore shared 

without any ulterior motives can be equally harmful (van der Linden, 2017).  Additionally, social 

media is arguably not exclusively used to share oneôs convictions but to also seek out information and 

communities (Zhao & Zhang, 2017). Indeed, research on the psychology of rumours proposes that 

gossip arises in situations that are ambiguous or threatening and that it serves groups in their collective 

sense-making processes. Additionally, factors such as group protection, status enhancement, and 

feelings of belonging are assumed to be motivational drivers of engagement in online gossip (Cialdini 

& Trost, 1998; Lyons & Hughes, 2015; Talwar et al., 2019).  

 

Consequently, one could argue that rumours and gossip spreading on private messaging platforms, 

especially in times of risks, uncertainties, and danger, represent a collective attempt at sense-making. 

However, more research is needed to enhance the current understanding of why people fall for and 

share misinformation in closed online conversations, and more importantly, whether attitudinal 

resistance can be built against such ñpsychological pitfallsò is crucial. To do so, scholars are 

increasingly paying attention to strategies that pre-emptively debunk (ópre-bunkô). In other words, 

rather than trying to undo harmful content, could we stop people from believing and sharing 

misinformation in the first place? Inoculation theory offers a promising step forward.    

Inoculation theory ï theoretical boundaries and extensions  

To briefly review, inoculation theory (McGuire, 1964; McGuire & Papageorgis, 1961; Papageorgis & 

McGuire, 1961) is based on the biological analogy of an immunisation process and posits that, just as 

injecting a weakened dose of a pathogen triggers the production of antibodies, pre-emptive exposure 

to persuasion motivates the generation of attitudinal resistance against future persuasion attempts. The 

theoretical pillars of such attitudinal immunisation consist of threat and refutational pre-emption. It is 

argued that invoking threat and an awareness of vulnerability to having oneôs attitudes attacked, 

motivates the generation of pre-emptive and attitude-boosting counterarguments against future 

persuasion attempts. Though the biological analogy has proven robust and efficient across a multitude 

of topics (for reviews and meta-analyses, see Banas & Rains, 2010; Compton et al., 2021; 

Lewandowsky & van der Linden, 2021), the recently renewed scholarly interest in inoculation theory 

has highlighted remaining gaps in the scientific understanding and has highlighted the need for 
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theoretical and practical revisions (Compton et al., 2021). For instance, while studies examining the 

decay of the inoculation effect have demonstrated effects of decay ranging from one week to 33 weeks 

(Pfau et al., 1992; Zerback et al., 2020), little is currently known about the longevity of inoculation 

treatments against online misinformation.  

 

 Recently, inoculation research has begun examining how inoculation theory may be situated 

within todayôs unique information infrastructure. Whether it is the differentiation between 

prophylactic and therapeutic inoculation approaches (inoculating the unexposed vs. already 

óinfectedô), the generalisation of treatments (instead of issue-specific ones), or the pivot towards 

treatments that require active engagement (as opposed to traditionally passive treatments), novel 

avenues have emerged for inoculation scholarship (Compton et al., 2021). While these innovations 

are promising, several substantial gaps remain and need addressing for the application of inoculation 

to misinformation to be optimised.  

The Role of Attitude Certainty in Resisting Persuasion  

While the previous chapter demonstrated a strong confidence-boosting effect of inoculation treatments 

on resistance against misinformation (Basol et al., 2020), a clear understanding of its role within the 

inoculation process itself is still absent. This is somewhat at odds with general persuasion scholarship, 

which has focused heavily on the effects of attitude certainty on attitudes and behaviours (see Tormala 

& Rucker, 2018, for a review).  Specifically, findings suggest that attitudes held confidently are more 

likely to guide behaviour, help resist persuasion, and persist over time (Rucker & Petty, 2004; 

Tormala, 2015; Tormala & Petty, 2002). Yet,  it remains mostly unclear as to why attitude certainty 

has such consequences. In other words, what is it about attitude certainty that facilitates and promotes 

the link between attitudes and behaviour as well as resistance to future persuasive arguments? And 

most relevant to this thesis, what role does it play in the inoculation process? 

 

Reviewing existing, albeit more general, scientific discourse around the intricacies of attitude 

certainty, could provide opportunities to translate it into the mechanisms underpinning resistance 

through inoculation. Attitude certainty is regarded as a dimension of attitude strength (Petty & 

Krosnick, 1995) and refers to the degree of conviction that oneôs held attitudes are correct. Current 

conceptualisations of attitude certainty assume that the consequences of attitude certainty occur 

regardless of how certainty is reached or established. This is particularly interesting considering that 

having strong reasons behind oneôs attitude certainty seems to impact how easily one withstands 

persuasive attacks  (Albarracín et al., 2000; Albarracín & Mitchell, 2004). This raises further questions 

and potential explanations as to how resistance is achieved. It becomes clear that, although the 

outcome of being resistant to persuasion can appear the same, individuals may have reached their 

resistance in different ways.  
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 To give an example, people become more certain of their changed attitudes under high 

elaboration (Barden & Petty, 2008) while also becoming more certain of their initial attitudes when 

resisting persuasion under high elaboration ( Tormala & Petty, 2004). On the contrary, research 

suggests that when people attribute their resistance to weak persuasive messages, they become less 

certain of their attitude than when it is perceived to withstand strong counterarguing (Tormala et al., 

2006) Similarly, the perceived legitimacy of resistance seems to further impact how confidently 

attitudes are held( Tormala et al., 2007). Tormala and Petty (2002) suggest a more metacognitive 

framework, where when people believe that they have successfully resisted a persuasive message, they 

become more certain of their original attitude. These findings further emphasise that both the actual 

means by which attitudinal resistance is achieved as well as the mere perception of how this resistance 

was established have consequences on attitude certainty. Thus, it could be argued that these bases of 

oneôs attitude certainty can in turn affect the resistance against subsequent persuasive messages. 

Further understanding of when and how attitude certainty is established within the inoculation process 

will provide substantial insights into the process of inoculation as well as how resistance, in turn, may 

affect the conviction with which attitudes are held in the future. Consequently, it can be argued that 

the actual means by which individuals achieve resistance as well as their mere perceptions of how 

resistance was achieved have consequences on the degree of attitude certainty. Put differently, there 

is a possibility that the bases of oneôs attitude certaintyðwhether true or merely perceivedðcan have 

a different impact on the resistance against subsequent persuasive messages even when the degree of 

certainty is the same.  

Caring is sharing  

Literature suggests that the benefits of attitude certainty can extend beyond attitudinal resistance. 

The perceived validity of an attitude can impact oneôs willingness to both defend and, more 

importantly, act in congruence with the attitude. Indeed, a growing body of research emphasises the 

impact of attitude certainty on attitude advocacy ï making people more likely to talk about their 

attitudes, share their views, and even attempt to persuade others to adopt their views (Akhtar et al., 

2013; Cheatham & Tormala, 2015; Visser et al., 2003). Importantly, this can be independent of the 

attitude itself and appears to be conceptually separate from attitude valence and extremity (whether 

and to what extent an attitude is positive/negative). In fact, Tormala and colleagues (2004) point out 

that the most germane question for current research is the notion that attitudes held with high 

confidence are more resistant than those held with little confidence (Bassili, 1996). Considering the 

fostering and guiding effect of attitude certainty on advocating behaviours of sharing and 

persuading, it remains unclear whether oneôs attitude certainty could have similar effects on online 

behaviour. Particularly in light of the mediating role of attitude certainty on resistance highlighted in 

Chapter 2, research should explore whether and how psychological inoculations can affect online 

sharing behaviour (Basol et al., 2020; Roozenbeek & van der Linden, 2019). Specifically, by 

exploring the possibility that the mediating role extends to the sharing of misinformation, this 
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chapter aims to examine the potential interplay between attitude confidence, attitudinal resistance, 

and sharing of misinformation. Establishing a clearer understanding of such mechanisms will allow 

future inoculation interventions to become more efficient reducing susceptibility to misinformation 

as well as the extent to which misinformation is shared and encountered in the real world in the first 

place.  

In Pursuit of a Solution with WhatsApp  

With cases of violence and deaths fuelled by misinformation on WhatsApp rising (Arun, 2019; Banaji 

et al., 2019), we applied for and received the WhatsApp Research Grant against Misinformation7. We 

collaborated with WhatsAppôs policy team to identify platform-specific challenges and developed, 

Join this Group8, a gamified inoculation treatment against misinformation. Having provided initial 

support for gamified, generalised, and active inoculation treatments, this collaboration facilitated the 

study of critical factors which influence susceptibility to and the sharing of misinformation. future 

interventions can and should pivot towards more ecologically rich set-ups that incorporate the critical 

factors which influence susceptibility to and the sharing of misinformation. Specifically, by simulating 

the infrastructure and context of private-messaging apps and incorporating elements such as group 

dynamics, normative influences, ósocial etiquetteô, and forwarding options, this project tests the 

efficacy of an inoculation treatment under ónoisierô and ecologically richer circumstances. In short,  

Join This Group represents the effort to incorporate the insights gained in Chapter 2 into an 

intervention that allows to further manipulate, dissect, and leverage the mechanisms underpinning 

inoculation-induced resistance.   

 

Yet, similar to vaccination roll-out campaigns, the mere presence of an inoculation treatment is not 

sufficient. Rather, vaccination campaigns account for the complex interplay of differing factors. 

Similarly, to obtain psychological ñherd immunityò against misinformation, treatments must be 

desired, accessible, safe, and effective against the many óvariantsô of misinformation. Therefore, the 

ñmisinfodemicò (Yasmin, 2021) necessitates a treatment which is not conceptually bound or restrained 

 

 

 

 

 

 

 

7 This grant and project were jointly received and conducted with my collaborators Dr Jon Roozenbeek 

and Prof van der Lidnen; https://www.poynter.org/fact-checking/2018/whatsapp-awards-1-million-for-

misinformation-research/  

8 https://whatsapp.aboutbadnews.com/#/intro  
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to a certain modality. In other words, a treatment condition against misinformation should ideally be 

effective against a variety of topics emerging in a variety of forms. Rather than inoculating against 

specific arguments within a particular topic then, generalised and therapeutic inoculation treatments 

can confer resistance against related yet untreated topics and for those who have previously been 

exposed to misinformation. Prioritising the scalability and adaptiveness to platform-specific 

challenges are essential building blocks to achieve psychological óherd immunity against 

misinformation (Compton et al., 2021). Lastly, research has yet to establish the prerequisites and 

boundary conditions of spreading inoculation from one person to another. Whether psychological 

óherd immunity requires each individual to receive an inoculation treatment or whether the inoculated 

could pass on attitudinal resistance to others (via óvicarious inoculationô) remains an open question. 

To summarise then, this chapter aims to further examine attitude certainty and its role in the spread of 

misinformation as well as in building and strengthening resistance conferred through inoculation.   

 

 

PRESENT STUDY  

This chapter aims to continue contributing towards a more nuanced portrayal of certainty in the 

inoculation process. Is attitude certainty a prerequisite or an unintentional yet beneficial by-product of 

inoculation treatments? Considering research that emphasised the role of attitude certainty in 

inoculation-induced advocacy, the natural next question, then, concerns itself with whether the 

confidence-boosting effect noted in the Chapter 2 extends itself to behaviours that underlie the sharing 

of online (mis)information, especially within the context and challenges of private messaging 

platforms. To understand whether and how attitude certainty can enhance and spread resistance, the 

present study examined attitude certainty and its potential role in sharing behaviours to the context of 

online misinformation on end-to-end encrypted messaging apps. 

3.3 Developing Join this Group  

Following the inoculation metaphor, the game exposes individuals to weakened forms of 

misinformation by actively letting them generate their own manipulative content in a fictitious 

environment simulating a private messaging platform. However, rather than following the traditional 

issue-specific set-up of the inoculation treatment, the presented active inoculation intervention aimed 

to inoculate against the very tactics that underlie the production and spread of misinformation (i.e., a 

generalised and  analogous to a broad-spectrum vaccine). While there is growing evidence for the 

relative benefits of ñactiveò inoculation treatments, previous gamified interventions such as the Bad 

News game and Harmony Square (Roozenbeek & van der Linden, 2020) have exclusively focused on 

misinformation on public social media platforms (such as Facebook and Twitter). This reduces the 
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potential applicability of these games in countries where direct messaging apps play a more dominant 

role in communications and information-seeking behaviour.  

 Thus, in Join this group, individuals earn ñbadgesò that correspond with manipulation 

techniques commonly present in misinformation on direct messaging apps, namely, impersonating an 

expert (Goga, Venkatadri, et al., 2015; Jung, 2011; Reznik, 2012) using emotional language to frame 

and misconstrue content (Konijn, 2013; Zollo et al., 2015), polarising narratives to elicit hostility 

towards out-group (Groenendyk, 2018; Iyengar & Krupenkin, 2018) and escalating an issue such that 

misinformation informs offline behaviour and causes acts of aggression (Banaji et al., 2019b).These 

theory-driven strategies are partially derived from NATOôs report ñDigital Hydraò, which outlines the 

various forms of misinformation strategies and was also based on information from WhatsApp to 

ensure the intervention has ecological validity. The notion behind an active ñpsychological vaccineò, 

then, is to let individuals generate their own ñantibodiesò. Join this Group incorporates the inoculation 

components by utilising 1.) warnings about imminent fake news and 2.) pre-exposure to weakened 

doses of manipulation tactics in form of fictitious content where, instead of leading players to spread 

fake news, individuals ñlearn by doingò. Research suggests that both processes enhance the 

inoculation effect by facilitating retention in memory (Pfau et al., 2005, 2006). Indeed, a large 

literature exists on the benefits of simulations and games in achieving educational outcomes (for 

systematic review, see (Boyle et al., 2012) Specifically, Przybylski and colleagues (2010) explain that 

games enhance motivation by letting individuals immerse themselves in a virtual identity and tap into 

basic psychological needs of competence (understanding, learning, goals, challenges), autonomy 

(flexibility to choose, create your own path) and relatedness (feedback, interaction). Lastly, adapting 

a follow-up design will provide additional insights into the longevity and decay of the inoculation 

effect induced by gamified inoculation treatments.  

3.4 Methods  

Sample  

To obtain a national sample of the UK, participants were recruited via Prolific Academic (Peer et al., 

2017). Participants who completed the full study (including 2-3 min follow-up study) received £2.25 

in compensation. Taking into account the average inoculation effect reported in previous research 

(Roozenbeek & van der Linden, 2019), an a priori power analysis was conducted with G* power using 

Ŭ = 0.05, f = 0.25 (d = 0.52) and power of 0.95 with two experimental conditions and two repeated 

measures. The minimal sample size required for detecting the main effect was n= 158. A nationally 

balanced (age, gender) UK sample (N=923) was recruited, and inclusion criteria were age, fluency in 

English, and usage of WhatsApp. In total, 839 participants took part in the one-week follow-up study 

(9% attrition). 52.4% of our sample identified as female (47.4% female, 0.1% other); 55.2% indicated 

https://journals.sagepub.com/doi/full/10.1177/20539517211013868
https://journals.sagepub.com/doi/full/10.1177/20539517211013868
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being between 25 and 44 years of age, and 34.7% reported having a university bachelorôs degree. Our 

sample also skewed politically left (M=꜡ 3꜡.45, SD꜡= 1꜡.39).  

Measures  

With each item during the item-rating task (pre and post), participants completed three questions about 

the perceived reliability of the item, their confidence in the reliability assessment, and their willingness 

to share the item on their social media. These measures were specifically created for the context of 

WhatsApp and the purpose of this study.  

Reliability  

To assess participantsô perceived reliability, a single-item measure was presented alongside 12 (4*3) 

fake items that looked like screenshots of WhatsApp chats and 4 real news items (1*4) (example item 

polarization; ñCheck this! New interview FAIL. Crime is on the rise like crazy and (blanked out)ôs 

solution is to ñlistenò to what criminals want! Insane!!ò, see Figure 4 for examples). Out of these 12 

fake items, 3 items corresponded with one of 4 badges (fake experts, emotional language, polarisation, 

escalation) that participants earned in Join this Group (See Appendix for all items). Participants 

reported the perceived reliability of the shared content in the group chat on a 7-point Likert-scale from 

not reliable at all (1), neutral (4) to very reliable (7). Following Roozenbeek and van der Linden 

(2019), to form a general fake news scale of perceived reliability of fake items, all 12 fake news items 

were averaged. An initial reliability analysis suggested good internal consistency (M = 2.67, SD = 

0.99, Ŭ _= 0.87) of the 12-item fake news scale. A subsequent exploratory principal 

component analysis (PCA) was also run on the fake news items. According to the Kaiser 

criterion, results indicated that the items clearly loaded on a single dimension with an 

eigenvalue of 5.08, accounting for 42.3% of the variance. Thus, for ease of interpretation 

and to limit multiple testing, all 12 items were collapsed and treated as one overall 

measure of fake news judgments.  

 



 

54 

W
o
rd

 T
e

m
p
la

te
 b

y 
F

rie
d
m

a
n 

&
 M

o
rg

a
n 2

0
1

4
 

   

Figure 4: Screenshots simulating WhatsApp conversations as fake news items (polarisation on 

the left, escalation on the right). 

 

Attitude Certainty 

Similarly, a single-item measure was presented alongside each of the fake news items, asking 

participants to indicate how confident they are in their reliability assessment on a 7-point Likert scale, 

ranging from not at all confident (1) to neutral (4) to very confident (7). Scale reliability analysis on 

the averaged 12 attitude certainty items (4*3) indicated high internal validity (M = 5.4, SD = 1.03, Ŭ 

_= .93). Similarly, PCA results indicated that the items loaded on a single dimension with an 

eigenvalue of 6.93, accounting for 57.79% of variance. 

Sharing 

Lastly, a single-item measure was presented alongside each of the news items, asking participants how 

likely they are to forward the message to others on a 7-point Liker scale, ranging from not at all (1) to 

neutral (4) to very likely (7). Scale reliability analysis on the averaged 12 willingness to share fake 

items (4*3) indicated high internal validity (M = 1.83, SD = 0.96, Ŭ _= .91). Similarly, PCA results 

indicated that the items loaded on a single dimension with an eigenvalue of 6.17, accounting for 

51.48% of the variance. 
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Procedure  

This study employed a 2 (Join this group vs. Control) x 2 (pre-post) mixed design to test the efficacy 

of gamified inoculation interventions in conferring attitudinal resistance against platform-specific 

misinformation. Participants were randomly assigned to one of two conditions  (inoculation, control). 

The inoculation condition entailed playing the WhatsApp game (óJoin this groupô), whereas 

participants in the control condition were asked to play Tetris for approximately 10 minutes, the same 

amount it takes to play Join this group. We chose Tetris for several reasons: (1) it has successfully 

been used in previous studies examining gamified inoculation (Basol et al., 2020; Maertens et al., 

2020) ; (2) it is publicly available; (3) and it is a simple game with a flat learning curve.  

 

To begin with, participants performed an item-rating task where they were randomly shown 16 items 

(4 real, 12 fake items). As previously described, four theory-based common manipulation techniques 

(fake expert, emotional language, polarisation, and escalation) served as the basis for the 12 fake items 

(3 items/strategy). Alongside each item, participants were also asked to rate the 16 items on a 1-7 scale 

(1 being ËNot at allË and 7 being ËVeryò): (1) How reliable do you find this post? (Roozenbeek & van 

der Linden, 2019); (2) How confident are you in your judgement? (attitudinal certainty; Basol et al., 

2020); (3) How likely are you to forward this message to others? (Roozenbeek & van der Linden, 

2020). Consistent with previous studies, source information was blacked out to avoid source 

confounds (Roozenbeek & van der Linden, 2020).   

 

Upon completion of this item rating task, participants were randomly assigned to one of the treatment 

conditions (inoculation or control). The inoculation condition required participants to play through 

Join this Group (see Figure 5), where throughout four separate fictitious scenarios set in an 

environment simulating WhatsApp, players learned about and how to make use of the four 

manipulation techniques to spread misinformation (fake experts, emotional language, polarisation, 

escalation). Additionally, what differentiates this game from both Bad News (Chapter 1) and Go Viral! 

(Chapter 3) is the incorporation of group-based peer pressures and group dynamics. Thus, consistent 

with research illustrating the cyber aggression and conformity on WhatsApp (Aizenkot & Kashy-

Rosenbaum, 2018; Bleize et al., 2021a; Brechwald & Prinstein, 2011), these scenarios increasingly 

got more extreme and óexplosiveô (e.g., it starts with spreading health misinformation about kiwis 

causing cancer to instigate a riot). Participants follow the choice-based structure of the game and 

collect points for each decision. When players make poor or wrong decisions that do not employ the 

misinformation technique well, they ñget bannedò from the group. Participants are told that the game 

will be over once they receive three bans. 
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Figure 5: Join this Group landing page (left) and game environment (middle and right). 

Additionally, with each scenario, players receive a óbadgeô for the learned manipulation technique. To 

ensure that all participants in the inoculation condition played attentively, a password, which was 

displayed at the end of the game, was required to have their submission accepted. Equally, participants 

who demonstrated low-effort responses (e.g., same rating for all items) were excluded and resampled. 

Subsequently, participants were asked to rate the reliability of the items, their confidence in their 

reliability assessment, and their likelihood of forwarding the post. After completing a series of 

demographic questions (e.g., age, gender, political ideology), participants were debriefed and 

reminded that they would be recontacted a week later for the follow-up study. Accordingly, 

participants received an invitation to partake in the follow-up survey a week later, where they 

completed the same item rating task (with perceived reliability, confidence, and willingness to share 

as outcome measures) for the same 16 items (4 real and 12 misinformation/ 3 per technique posts 

learned in Join this group). See Figure 6 for the study design. This study was approved by the 

Cambridge University Ethics committee (REC-2018-19/19).  
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Figure 6: Study design flowchart. 

 

For this study, the following hypotheses were tested:  
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H1: Participants in the Join this group condition will assess the   real and misinformation items more 

accurately than the control condition.  

H2: Participants in the inoculation condition will be more confident in their reliability assessments 

than the control condition.  

H3: Participants in the inoculation condition will be less willing to share misinformation with others 

in their network than the control condition.  

H4: One week after exposure to the intervention, participants in the inoculation conditions will display 

minimal decay of the inoculation effect (for reliability , confidence, and sharing).  

H5: Heightened attitude certainty will mediate willingness to share misinformation with others.   

3.5 Results  

Firstly, the analyses for the three main outcome measures included in the item rating task (reliability, 

confidence, and sharing) will be presented separately, for both the misinformation and real items, 

focusing primarily on the difference (post-pre) for each outcome measure before and after the 

treatment between both conditions9.  

Reliability  

A one-way ANOVA10 shows a significant effect of condition (Join this group , Control) on the pre-

post difference in the perceived reliability of misinformation items presented in fictitious 

conversations on WhatsApp (F(1,837) = 101, p<꜡ 0꜡.001, ɖ2 = 0.108).  A Tukey HSD post-hoc 

comparison shows that the preïpost difference in perceived reliability for the Join this group  

condition was significantly higher than the control condition (M=꜡ -꜡0.62 vs M=꜡ -꜡0.2, Mdiff = 0.42, 95% 

CI (0.34ï0.5), ptukey < 0.001, d=꜡ 0꜡.69). Hence, playing the Join this group game significantly decreases 

the perceived reliability of misinformation encountered in WhatsApp chats (see Table S6 for item-

level statistics). Figure 7 shows these results in a violin plot. 

 

 

 

 

 

 

 

 

9 There were no mean pre-test differences between conditions for reliability (p=0.24), confidence 

(p=0.13), nor sharing intentions (p=0.35).  

10 No mean pre-test differences between treatment condition and the control condition are apparent.  
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Figure 7: Pre-post differences in reliability scores of fake news items between conditions. 

For real news items, we also find a significant effect of condition on the preïpost difference in 

perceived reliability (F(1,837) = 20.3, p<꜡ 0꜡.001, ɖ2 = 0.024). A Tukey post-hoc comparison shows 

that the real news was perceived as significantly less reliable in the Join this group condition than in 

the control condition (Minoc =꜡-0.25 vs Mcontrol =꜡-0.05, Mdiff= 0.2, 95% CI (0.116ï0.295), ptukey< 0.001, 

d= 0.31). To test whether people who played Join this Group were significantly more accurate in 

distinguishing between real news and misinformation, a paired sample t-test on the pre-and post-

gameplay difference for the difference in reliability scores between misinformation and real news was 

conducted (i.e., the level of óveracity discernmentô). Doing so, gives a significant post-gameplay 

increase in veracity discernment, showing that Join this Group players are better able to differentiate 

real news and misinformation after gameplay, (Mdiscernment,pre  = 0.31, Mdiscernment,post = -.0441, Mdiff 

=0.36, 95% CI (0.28ï 0.43), t(2,379)=9.31, p<0.001, d=0.58, 95% CI (0.37ï0.58). Thus, these 

findings provide partial support for hypothesis H1: playing Join this group initially decreases the 

perceived reliability of misinformation presented within the context of WhatsApp but also of real news 

(although the effect size is about 50%  smaller than for misinformation) and inoculated individuals 

demonstrated higher levels of truth discernment when differentiating between true and false news. 

Finally, a linear regression was run with the pre-post difference scores for perceived reliability as the 

dependent variable, and age, gender, educational attainment, and political ideology as covariates. 

Results suggest no significant effects (all ps꜡> 0꜡.08), except for political ideology (p=꜡ 0꜡.04), so that 

identifying as left-wing is associated with a higher postïpre inoculation effect in terms of reliability 

assessment than people who identify as right-wing (see Appendix). 

Follow-up  

To test whether this observed effect changed over time, a repeated measures one-way ANOVA was 

conducted with condition (Join this group vs. control) as the between-subject factor, and time (pre - 

post - follow-up) as the within-subject factor. Mauchlyôs Test of Sphericity indicated that the 

assumption of sphericity was violated, ɢ2(2) = 0.921, p < .001 and therefore, a Greenhouse-Geisser 
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correction was used.  Doing so, illustrates a significant effect of time x condition on the perceived 

reliability of misinformation, F(1.85, 1551.8) = 168.8 p < .001, ɖĮ = .028. Specifically, a week later, 

participants in the control condition rated misinformation as significantly more reliable than inoculated 

individuals, (Mcontrol꜡ = 2꜡.53 vs Minoc = 2꜡.03, Mdiff = 0.49, 95% CI (0.32, 0.66), ptukey < 0.001, d = 0.39). 

There is a significant main effect of intervention on the average inoculation effect, F(1, 837) = 4.67, 

p =.003, ɖĮ = .006).  A difference-in-difference analysis (MdiffT3T2,control = 0꜡.004 , SDdiffT3T2,control = 0꜡.75 

; MdiffT3T2,inoc = 0꜡.11 ,SDdiffT3T2,inoc = 0꜡.66) using the Tukey post-hoc test, indicates a significant mean 

difference of Mdiff-diff  = -0.107, t (837) = - 2.16,  ptukey = 0.03, 95% CI (-0.2 , - 0.01) , d=꜡ -꜡ 0.15. These 

results provide partial support for H4: demonstrating that though there is a decay effect,  inoculated 

individuals rated fake items as significantly less reliable than participants in the control group one 

week after treatment exposure (see Figure 8).  

 

 

Figure 8: Between conditions difference in the perceived reliability of fake items over time. 

Confidence  

For the confidence measure, a between-subjects ANOVA on the preïpost difference in confidence 

scores for misinformation is significant F(1,837) = 48.6, p<꜡ 0꜡.001, ɖ2 = 0.055), in that participants in 

the inoculation condition are significantly more confident after the intervention in their reliability 

assessment of misinformation than the control group (Mcontrol = - 0꜡.07 vs Minoc꜡= -꜡0.43, Mdiff = 0.35, 

95% CI (0.25, 0.45), p < 0.001, d=꜡ 0꜡.5). Similarly, for real news, a between-subjects ANOVA shows 

a significant difference between conditions for the preïpost difference in confidence scores 

(F(1,837) = 6.14, p<꜡.001, ɖ2 = 0.007). A post-hoc comparison shows that the pre-post difference in 

attitude confidence is significantly higher in the Join this group condition than the control condition 

(Mcontrol꜡ = -꜡0.001 vs Minoc꜡=- 0꜡.13, Mdiff= -0.13, 95% CI (0.03, 0.31), ptukey = 0.01, d=꜡ 0꜡.17). Thus, 
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participants in the inoculation condition reported significantly higher levels of confidence in the post-

test than the control condition. Hence, these results support H2: by demonstrating that inoculated 

individuals are more confident in their reliability assessments than those in the control group.  

 

 Additionally, to examine whether participants became more confident in their reliability 

assessments if they also correctly perceived the fake items as less reliable, an ANOVA was conducted. 

Here, the pre-post difference in misinformation confidence served as the dependent variable, while 

condition and ñupdated reliabilityò (a binary variable that is positive if the pre-post reliability 

difference score for fake items is positive and negative if this difference is negative) as fixed factors. 

Doing so shows a significant effect of condition x updated reliability on misinformation confidence, 

F(2,833) = 4.50, p=꜡0.01, ɖ2 = 0.010). More specifically, post-hoc comparisons show that there is a 

significant difference in condition on correct confidence boosts (Mcontrol =꜡- 0꜡.48 vs Minoc꜡= -꜡0.75, Mdiff= 

0.27, 95% CI (0.28, 0.64), ptukey < 0.001, d=꜡ 0꜡.46). The ñconfidence boostò only occurred in the right 

direction, meaning that inoculated individuals who correctly assessed fake items as less reliable in the 

post-test did so more confidently. See Figure 9 for a breakdown of the confidence-boosting effect on 

the difference in reliability assessments.  

 

 

Figure 9: Between condition differences in updated confidence (pre-post) in reliability 

assessments of fake items. 

To test whether this observed effect changed over time, a repeated measures one-way ANOVA was 

conducted with condition (Join this group, control) as the between-subject factor, and time (pre - post 

- follow-up) as the within-subject factor. Mauchlyôs Test of Sphericity indicated that the assumption 

of sphericity was violated, ɢ2(2) = 0.87, p < .001 and therefore, a Greenhouse-Geisser correction was 



 

62 

W
o
rd

 T
e

m
p
la

te
 b

y 
F

rie
d
m

a
n 

&
 M

o
rg

a
n 2

0
1

4
 

used. Doing so demonstrates a significant main effect of intervention on the confidence in reliability 

assessments F(1, 837) = 13.0 , p =.001, ɖĮ = .012). Furthermore, the results suggest a significant effect 

of time x condition on individualsô confidence in their judgement of misinformation, F(1.77, 1485.06) 

= 19.6, p < .001, ɖĮ = .004.  Additional difference-in-difference analysis (MdiffT3T2,control = - 0꜡.01 , 

SDdiffT3T2,control = 0꜡.95 ; MdiffT3T2,inoc = 0꜡.01 ,SDdiffT3T2,inoc = 0꜡.95) using a post-hoc t-test indicates a non-

significant mean difference of Mdiff-diff  = - 0.02 , t (837) = -0.41,  p = 0.68, 95% CI (-0.15 , 0.1) , 

d=꜡ 0꜡.02. Consistent with H4: a week after treatment exposure, no decay effect is evident and 

inoculated participants remain significantly more confident in their reliability assessments compared 

to the control group (see Figure 10).  

 

 

 

Figure 10: Confidence scores between conditions throughout time points (pre, post, follow-up). 

Sharing  

A one-way ANOVA shows a significant effect of condition (Join this group , Control) on the pre-post 

difference in willingness to share misinformation items presented in a stimulated WhatsApp 

conversation (F(1,837) = 14.03, p<꜡ 0꜡.001, ɖ2 = 0.016).  A Tukey HSD post-hoc comparison shows 

that the preïpost difference in willingness to share for the control condition was significantly higher 

for the control condition than for the Join this group condition (Mcontrol꜡ = -꜡0.09 vs Minoc꜡= -꜡0.22, Mdiff= 

0.12, 95% CI (0.05, 0.18), ptukey < 0.001, d=꜡ 0꜡.26). Hence, playing the Join this group game 
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significantly decreased the reported likelihood of sharing misinformation encountered on WhatsApp11.  

Fore real items, the analysis also finds a significant effect of condition on the preïpost difference in 

willingness to share (F(1,837) = 6.23, p=꜡ 0.01, ɖ2 = 0.007). A Tukey post-hoc comparison shows that 

the willingness to share real news is significantly lower in the Join this Group condition than in the 

control condition (Mcontrol =꜡-0.059 vs Minoc =꜡-0.152, Mdiff= 0.093, 95% CI (0.116ï0.037), ptukey= 0.01, 

d= 0.17). Thus, these findings provide partial support for hypothesis H3: compared to the control 

condition, playing Join this Group initially decreases the willingness to share misinformation items 

presented within the context of WhatsApp but also of real news (although the effect size is 

descriptively smaller than for misinformation). 

 

Figure 11: Difference scores in reliability, confidence, and sharing of fake news items across 

conditions. 

Follow-up  

A repeated measures one-way ANOVA was conducted with condition (inoculation, control) as the 

between-subject factor, and time (pre - post - follow-up) as the within-subject factor. Mauchlyôs Test 

 

 

 

 

 

 

 

11 See Appendix for item-level descriptive statistics.  




































































































































































































































































































