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Abstract

Reinforcement learning (RL) is the process by which an animal utilises its previous experience to improve outcomes of future choices by maximising reward and minimising punishment. This thesis investigates how RL processes are altered in psychiatric disorders such as major depressive disorder (MDD) and substance use disorder (SUD). The neural basis underlying RL is investigated using brain neuroimaging techniques and translational approaches in both rats and humans. Given the importance of RL and implicated cognitive impairments in psychiatric disorders such as cognitive inflexibility, this PhD thesis sets out to integrate relevant computational and neurobiological substrates, an objective that hitherto has not been widely researched.

Chapter 3 presents the findings of a longitudinal study to investigate the behavioural and neural consequences of early-life maternal separation in rats as a way of simulating early life stress (ELS) in humans. The question addressed was whether early stress is necessary and sufficient for the development of stress-related behaviours relevant to depression. Animals underwent behavioural testing, including probabilistic reversal learning (PRL) to assess behavioural flexibility, and sequential fMRI to evaluate resting-state functional connectivity. Computational analyses revealed differences in reward and punishment learning rates in males arising from maternal separation (MS) and adulthood stress. In contrast, MS female rats showed differences in the ‘stickiness’ parameter, a latent variable aligned with a loss of flexibility and habit-like behaviour. Finally, MS females and MS males have opposite directional changes in connectivity, as females show lower functional connectivity from the amygdala to the anterior cingulate cortex, infralimbic cortex and insular cortex compared to males.

The subsequent chapter uses a computational approach to investigate latent vulnerability variables in cocaine addiction. A longitudinal dataset acquired in rats was analysed, which involved behavioural phenotyping for several addiction vulnerability traits, including behavioural inflexibility, together with high-resolution MRI brain scans. It was found that future drug-related compulsivity was predicted by higher values of the stickiness parameter, reflecting an increase in perseverative responding commonly found in stimulant-dependent
individuals. Structurally, a positive correlation between the volume of the anterior insular cortex and a parameter relating to how subjects explore versus exploit reward options was found.

The remaining results chapters involve the analysis of three datasets collected from human participants. Chapter 5 includes data from a study involving PRL run concurrently with fMRI scanning. The participants in this study included healthy controls (HCs), as well as individuals with cocaine use disorder (CUD) and gambling disorder (GD). Contrary to previously published findings, no significant differences in alpha, beta or kappa were observed between controls and the CUD group. However, in pathological gamblers, a significant increase in side stickiness was found, showing that gamblers tend to repeat responding in the same spatial location regardless of the outcome on previous trials. Neurally, there is an altered balance in the tracking of reward and punishment expected value (EV) in GD, as well as a shifted balance in processing positive and negative punishment prediction errors (PPE) in CUD. Reward EV tracking in GD involved greater activity in the middle temporal gyrus, cingulate gyrus, precuneus cortex and amygdala, whereas during punishment EV tracking there was lower activity in the postcentral gyrus, superior parietal lobule and precuneus cortex compared to HCs. In response to positive PPEs, the frontal pole, superior frontal gyrus and cingulate gyrus showed lower activity in patients with CUD than controls, but the same group showed greater activity following negative PPEs in the superior and middle frontal gyrus.

Chapter 6 includes behavioural and clinical data from samples of patients with SUD and/or MDD as well as healthy individuals. The main findings of this chapter were that patients with SUD have reduced reinforcement sensitivity and increased stimulus stickiness, as do patients diagnosed with both disorders. No evidence for an association between computationally derived variables and clinical measures (e.g., the Inventory of Depressive Symptomatology – IDS) was found.

The final results chapter presents a novel behavioural task that measures a different subtype of proactive cognitive flexibility, specifically, how healthy participants make decisions in the face of uncertainty and whether they shift their response when they are given the opportunity to repeat their choice following presentation of unreliable feedback. Participants changed their response more frequently following negative than positive feedback. Significant fMRI activations in the frontal pole, anterior cingulate cortex, frontal orbital cortex, and superior frontal gyrus were found when the response was changed rather than repeated. Furthermore, stronger connectivity between the anterior insula and parts of the occipital
cortex was found during repeat trials. Finally, it was shown using a multivariate pattern fMRI analysis that behavioural responses on the next trial could be successfully predicted.

The results in this thesis demonstrate the importance of RL in preclinical and clinical psychiatric cohorts. The parameter $\kappa$ is identified as a key behavioural marker across species. This parameter is altered as a result of ELS in rodents and can help predict rats that show high-compulsive behaviours on cocaine self-administration paradigms. In humans, $\kappa$ is affected in individuals with GD as well as SUD. Brain regions underlying RL parameters, including $\kappa$, in both rodents and humans are identified, particularly highlighting the involvement of the cingulate gyrus in reinforcement learning across species. The results from the reversal learning task studies are then compared with findings from the behavioural and fMRI analyses of a new flexibility task, which extend our knowledge of cognitive flexibility beyond our current understanding of this construct.
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Chapter 1

Introduction

The high prevalence of neuropsychiatric disorders such as depression and drug addiction places a major burden on the provision of healthcare around the world (Trautmann et al., 2016). Worldwide, 264 million people suffer from depression and 35 million people are affected by drug addiction (UNODC, 2020; WHO, 2020). It is estimated that in middle- and high-income countries approximately 50% of the population will be affected by at least one psychiatric disorder at some point in their life (Trautmann et al., 2016). The brain mechanisms underlying many of these disorders are not yet fully known, which is reflected in the fact that approximately one-half of patients do not respond to the first-line antidepressant medication prescribed to them (Garcia-Toro et al., 2012). Common treatments for substance use disorder (SUD) include behavioural therapies such as cognitive behavioural therapy (CBT) as well as medication-assisted therapies during detoxification, depending on the substance abused (Nelson et al., 2017). However, reports indicate that over 50% of individuals relapse within a year of treatment (Hasin et al., 2013). These statistics clearly highlight the unmet clinical need of treatments in psychiatric conditions such as for Major Depressive Disorder (MDD) and SUD and demonstrate the urgency of understanding the origin of these disorders to inform the development of new treatments. This thesis aims to contribute to the understanding of the behavioural and neural underpinnings of MDD and SUD in particular.

1.1 Introduction to Depression

Depressive disorders are debilitating conditions that can be classified into different subtypes, which according to the Diagnostic and Statistical Manual of Mental Disorders 5th edition (DSM-5) include: disruptive mood dysregulation disorder, major depressive disorder,
persistent depressive disorder (also known as dysthymia), premenstrual dysphoric disorder, substance/medication-induced depressive disorder, and unspecified depressive disorder (APA, 2013). A key feature observed across all depressive disorders is low mood alongside cognitive difficulties. What differs between them is the onset, duration, and presumed aetiology. The most prevalent of depressive disorders is major depressive disorder, herein referred to as MDD or depression. In the United States alone, 7% of the population have experienced a twelve-month prevalence of MDD, and 8.4% have experienced at least one major depressive episode (APA, 2013; NIMH, 2022). Dysthymia, on the other hand, has a prevalence of 0.5% and premenstrual dysphoric disorder of 1.8%. MDD is identified by at least one episode that lasts a minimum of two weeks during which the individual’s affect and cognition are significantly altered. This thesis will mostly focus on MDD; therefore, this introduction will serve to summarise existing knowledge on MDD specifically. Box 1 summarises the most up-to-date diagnostic criteria for MDD as specified by the DSM-5.

The prevalence of depressive disorder is higher in females than males across all subtypes, being nearly twice as high in women (Bogren et al., 2018). The incidence rate of MDD per 1000 people has been found to be as high as 2.96 in females, but only 1.56 in males. The rates for dysthymic disorder are 0.07 and 0.02, respectively. Bipolar disorder, however, has been found to be the same in both sexes, with females having an incidence rate of 0.04 and males of 0.05. Individuals that have experienced childhood trauma also have a more than twofold increased risk of MDD. Moreover, individuals affected by MDD that experienced childhood trauma demonstrate greater symptom severity and worse treatment outcomes than patients with MDD that have not experienced childhood trauma (Negele et al., 2015). MDD is the second highest contributor to chronic disease burden and is associated with an increased risk of developing other comorbidities such as diabetes mellitus, heart disease and stroke (Otte et al., 2016; Vos et al., 2015; Whooley and Wong, 2013). MDD also significantly increases the risk of suicide, which is reflected in the fact that 50% of worldwide suicides per year are committed during a depressive episode (WHO, 2016). Overall, MDD increases all-cause mortality risk by 60-70% (Walker et al., 2015). It is evident that a better understanding of MDD is imperative, particularly in order to guide the development of future treatments.
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Box 1: DSM-5 criteria for Major Depressive Disorder

A) An individual will present with five (or more) of the following symptoms, which should be present during the same two-week period and should represent a change from previous functioning. Depressed mood or loss of interest or pleasures must be present as a symptom. Symptoms should be present most of the day, nearly every day.

- Depressed mood
- Diminished interest or pleasure in all, or almost all, activities
- Significant weight loss or weight gain, or decrease/increase in appetite
- Insomnia or hypersomnia
- Psychomotor agitation or retardation
- Fatigue or loss of energy
- Feelings of worthlessness of excessive or inappropriate guilt
- Diminished ability to think or concentrate, or indecisiveness
- Recurrent thoughts of death, recurrent suicidal ideation without a specific plan, or a suicide attempt or a specific plan for committing suicide

B) These symptoms cause clinical distress or impairment in social, occupational, or other important areas of functioning.

C) The episode is not attributable to the physiological effects of a substance or to another medical condition.

D) The occurrence of the major depressive episode if not better explained by schizoaffective disorder, schizophrenia, schizophreniform disorder, delusional disorder, or other specified and unspecified schizophrenia spectrum and other psychotic disorders.

E) There has never been a manic or hypomanic episode.

1.1.1 Affective and cognitive changes in MDD

The onset of a first major depressive episode often follows a negative life event (Monroe and Reid, 2008). Although most individuals initially respond to such an event with negative affect, only 20% of people will subsequently develop a depressive episode (Monroe and Harkness, 2005). Psychological theories propose that an individuals’ inferences, thoughts,
memory and recall of events are vulnerability factors for depression (Gotlib and Joormann, 2010; Mathews and MacLeod, 2005). Studies investigating emotion regulation have reported that depressed individuals use different strategies compared to non-depressed individuals when processing external emotional stimuli, as they tend to ruminate and suppress thoughts, whereas non-depressed individuals use strategies such as mood-incongruent recall (Joormann et al., 2007). Affective bias is defined as the tendency to focus on the processing of negative, rather than positive life events (Pulcu and Browning, 2017). Cognitive affective bias is a key component of MDD and has been observed in both rodent models of depression and humans with MDD (Murrough et al., 2011; Peckham et al., 2010; Robinson and Roiser, 2016; Stuart et al., 2013). Early effects of antidepressant treatments on affective bias have been reported (Harmer et al., 2009). Negative bias has been observed in depressed groups on perceptive tasks, memory, attention and working memory (Erickson et al., 2005; Joormann and Gotlib, 2008; Matt et al., 1992; Murphy et al., 1999). Overall, it is evident that emotional and cognitive processing are impaired in depressive disorders.

Cognitive dysfunction refers to deficits in attention, verbal and nonverbal learning, short-term and working memory, visual and auditory processing, problem solving, processing speed, or motor functioning (McIntyre et al., 2013). In MDD, studies have reported moderate impairments in processing speed and learning in patients (Hasselbalch et al., 2012). Meta-analyses have found that executive function, memory, and attention are the most strongly affected cognitive domains and have large effect sizes (Rock et al., 2014). Cognitive theories have proposed that dysfunctional cognitive and affective processing are linked with each other (Joormann and Siemer, 2011). They state that processes such as attention, memory, and interpretation influence whether and which emotion is experienced. Employing effective emotion-regulation strategies may thus be impaired by cognitive deficits, subsequently leading to sustained negative affect resulting from negative life experiences. This may lead to depressed individuals being more likely to interpret ambiguous stimuli in a negative way. Moreover, people with MDD may struggle to disengage and inhibit attending and processing of negative information, as this requires cognitive functions such as working memory, which are impaired (Rose and Ebmeier, 2006). Inhibition, a key component of cognitive control, has been reported to be reduced on the negative affective priming task in depressed individuals (Joormann and Gotlib, 2010). Furthermore, participants with MDD exhibit difficulties removing irrelevant, negative information from their working memory (Joormann and Gotlib, 2008). These deficits in cognitive control may lead to an inability to disengage attention from negative and irrelevant stimuli, which can subsequently result in increased unwanted thoughts and difficulties forgetting that material (Joormann and Siemer,
Depressed individuals also take longer to forget negative information, reflecting memory biases in depression (Power et al., 2000). The inability to inhibit the processing of negative information has been linked to increased rumination (Joormann and Gotlib, 2010). Thus, it appears that affective and cognitive processes are closely intertwined.

Decision-making, an important cognitive process, has also been found to be impaired in depression (Paulus and Yu, 2012; Trivedi and Greer, 2014). The Iowa Gambling Task (IGT), developed in the 1990s by Bechara and colleagues, reflects real-life decision-making processes by taking into account reward and punishment contingencies as well as uncertainty of outcomes (Must et al., 2013). Patients affected by MDD generally show altered sensitivity to reward and punishment on this task (Cella et al., 2010; Han et al., 2012). Specifically, MDD patients select the advantageous deck less frequently and tend not to shift their strategy following contingency changes. On a different decision-making task that involves betting on the location in which a token was hidden, depressed patients are also impaired and employ suboptimal betting strategies (Murphy et al., 2001). Additionally, individuals with MDD exhibit cognitive inflexibility, for example, on the Go/No-go task and the Wisconsin Card Sorting Test (WCST) (Murphy et al., 2012b; Purcell et al., 1997). These studies suggest that MDD has extensive effects on multiple aspects of brain function, including affective processing, cognitive control, flexibility, and inhibition.

### 1.1.2 Neural changes in MDD

Not only does MDD result in significant behavioural changes, but it also has widespread effects on brain structure, function and connectivity. Structurally, volumetric differences have been observed within the corticolimbic circuit, including the amygdala, anterior cingulate cortex (ACC), paracingulate cortex and dorsomedial PFC (dmPFC) (Sacher et al., 2012). This circuit is involved in regulating sensitivity to threat (Fisher and Hariri, 2013). Specifically, decreases in grey matter volume in the amygdala, paracingulate cortex and dmPFC have been observed during a depressive episode (Sacher et al., 2012). In the same analysis, increased glucose metabolism in the subgenual and pregenual ACC were highlighted. However, it must be noted that in this meta-analysis medication naïve, medication free and medicated patients were included. Decreased amygdala volume has been confirmed in post-mortem brains of patients with MDD (Altshuler et al., 2010; Bowley et al., 2002). However, conflicting evidence has suggested that in MDD, amygdala volumes are increased (van Eijndhoven et al., 2009; Weniger et al., 2006). Additional studies implied that this is dependent on whether patients are going through their first episode or have recurrent MDD, in the former there being
increased volumes, and in the latter decreased (Frodl et al., 2002; Lorenzetti et al., 2009; Sheline et al., 1998). In a meta-analysis solely including first episode, medication-naïve MDD patients, grey matter volumes were increased in the thalamus, superior frontal gyrus (SFG), insula and middle frontal gyrus (MFG), but no amygdala changes were seen (Peng et al., 2016). The hippocampus has also been implicated in MDD, with significant reductions in hippocampal CA1-CA3 and total volumes having been reported (Huang et al., 2013; Malykhin et al., 2010).

Resting-state functional connectivity is also known to be altered in MDD. The default mode network (DMN), central executive network (CEN) and salience network (SN) are some of the most important neural circuits in the brain, and are responsible for brain function during rest, cognition, and emotion, respectively (Mulders et al., 2015). As discussed in the previous section, all of these functions have been found to be impaired in depression. Unsurprisingly, these networks are differentially recruited in patients. The DMN consists of the mPFC, posterior cingulate cortex (PCCx) and precuneus cortex (Andrews-Hanna et al., 2010). Its functions involve self-referential processing and emotion-regulation, as well as consciousness and memory processing and it has connectivity with the amygdala and hippocampus (Andrews-Hanna et al., 2014). Studies employing independent component analyses have found increased connectivity within the anterior DMN in medicated and unmedicated MDD patients compared to healthy controls and reported increased synchronisation between the mPFC and anterior DMN (Greicius et al., 2007; Li et al., 2013; Mulders et al., 2015). A more recent study, on the other hand, including 848 depressed and 794 healthy control participants, within-network connectivity of the DMN was reduced only in individuals with recurrent MDD, but not first-episode medication naïve patients (Yan et al., 2019). This reduction was further associated with medication usage, rather than illness duration. The CEN includes the lateral PFC (lPFC), PPCx, frontal eye fields and dmPFC (Rogers et al., 2004). It is active during cognitive tasks and is implicated in cognitive functions such as attention and working memory. Most studies report decreased connectivity of the dorsolateral PFC (dLFC) with areas of the CEN in depressed individuals, regardless of them being medicated or not (Alexopoulos et al., 2012; Yé et al., 2012). The SN includes the frontoinsular cortex, dorsal ACC, amygdala and temporal poles and is activated as a result of salient stimuli (Hermans et al., 2014; Seeley et al., 2007). Studies indicate increased connectivity of the SN with the ACC and increased connectivity between the insula and pregenual ACC as well as mOFC in MDD (Avery et al., 2014; Horn et al., 2010; Manoliu et al., 2014). The amygdala, which is part of the SN, is generally suggested to have decreased connectivity with multiple brain regions in patients (Ramasubbu et al., 2014; Tang et al., 2013). Overall, there are extensive
resting-state functional connectivity changes in MDD. However, the exact differences are dependent on a number of factors, including medication status and number of MDD episodes previously experienced. Future studies should aim to identify how these factors differentially influence connectivity.

Areas that are not part of the three mentioned circuits have also been implicated in depression. Reduced functional connectivity between the ventral striatum (VS) and ventromedial PFC (vmPFC) and subgenual ACC has been observed in depressed females, both previously medicated and unmedicated (Furman et al., 2011). Connectivity between the dorsal caudate and dorsal PFC, on the other hand, was strengthened. Reduced striatal activity during reward selection, reward anticipation and reward feedback in MDD point to reduced activity of reward systems in MDD (Smoski et al., 2009). The mOFC, however, is hyperresponsive during reward selection. During visual emotive information processing, there is increased ACC activity to emotive stimuli and increased amygdala and hippocampal activity in response to negative stimuli (Jaworska et al., 2014). Antidepressant treatments are able to normalise many of these activation patterns. Moreover, MDD patients show impairments in memory for faces, which has been linked to greater amygdala activation on a face recognition task (Roberson-Nay et al., 2006). In summary, not only resting-state functional connectivity patterns are greatly altered in depression, but also brain responsiveness to various cognitive tasks is affected, providing potential explanations for the behavioural observations.

1.1.3 Neurochemical basis of MDD

The first neurotransmitters found to be implicated in MDD were the monoamine neurotransmitters serotonin (5-HT), noradrenaline (NA) and dopamine (DA) (Otte et al., 2016). This became evident after patients using certain antihypertensive drugs, which reduce monoamine levels, developed depression (Schildkraut, 1995). Iproniazid and imiprimine, which were developed for non-psychiatric conditions, were additionally found to have antidepressant effects in humans by increasing transmission of monoamines (Krishnan and Nestler, 2008). Many antidepressant treatments used nowadays target reuptake proteins or inhibit degradation (selective serotonin reuptake inhibitors (SSRIs) and monoamine oxidase inhibitors (MAOIs)), thus affecting monoamine transmission (Berton and Nestler, 2006). Nonetheless, decreased monoamine neurotransmission cannot be the sole cause of MDD, as MAOIs and SSRIs immediately increase monoamine transmission, but their effects on mood only become evident after few weeks (Krishnan and Nestler, 2008). Moreover, it
is still unknown which 5-HT receptors are involved in the action of SSRIs, but promising results have been found in rodents demonstrating that selective agonists of the 5-HT\textsubscript{4} receptor have strong antidepressant effects (Lucas et al., 2007). Acute tryptophan depletion (ATD) in healthy volunteers does not result in any significant mood changes (Ruhé et al., 2007). In patients recovered from MDD, ATD can re-introduce depressive symptoms in 30% of people. Therefore, serotonin reduction can induce depressive symptoms in individuals with a predisposition to depression, but not in healthy individuals.

GABA, the major inhibitory neurotransmitter in the brain, has also been implicated in MDD. In patients, lower levels of GABA in the ACC and occipital cortex have been found (Sanacora et al., 2004). However, thus far, no medication increasing GABA transmission has been demonstrated to significantly improve depressive symptoms (Cowen, 2016). Although studies on the involvement of the excitatory neurotransmitter glutamate have been inconclusive, recent research has found strong antidepressant effects of the glutamatergic N-methyl-D-aspartic acid (NMDA) receptor antagonist ketamine at very low doses (Corrigan and Pickering, 2019). Preliminary results provide a positive outlook for future treatments, with studies demonstrating positive effects on reward-related symptoms (Kotoula et al., 2022).

Recent theories propose that acute increases of monoamine levels produce neuroplastic changes involving modifications in transcriptional and translational levels of gene expression mediating molecular and cellular plasticity (Nestler et al., 2002; Wong and Licinio, 2001). One example of this is the interaction between the serotonin 5-HT\textsubscript{1B} receptor, which interacts with the calcium-binding protein p11. This is upregulated in the cerebral cortex following chronic treatment with SSRIs and has been reported to be downregulated in the cingulate cortex of post-mortem samples from depressed individuals (Svenningsson et al., 2006). It must be noted, however, that some of the used tissue used in this study was collected from individuals who died by suicide. Therefore, suicidality may be a potential confound. Moreover, chronic treatment with antidepressants has resulted in the upregulation of the transcription factor CREB in the hippocampus, which is downstream of 5-HT receptors (Nestler et al., 2002; Pittenger and Duman, 2007).

### 1.1.4 Genetic & environmental contributors of MDD

MDD is in part mediated by a genetic component. Heritability of this disorder is approximately 35%; first-degree relatives of individuals diagnosed with MDD have a three times greater likelihood of developing this disorder (Geschwind and Flint, 2015). Additionally, it
has been determined that there is a genetic overlap between MDD and psychiatric disorders including schizophrenia and bipolar disorder (Lee et al., 2013). The exact genetic risk factors have not yet been identified, as MDD risk is strongly polygenic and consists of many genes with small effect sizes (Hyman, 2014). Nonetheless, some polymorphisms have been associated with MDD, including the glucocorticoid receptor gene NR3C1, the monoamine oxidase A gene, the glycogen synthase kinase-3β gene and a group-2 metabotropic glutamate receptor gene GRM3 (Fan et al., 2010; Tsunoka et al., 2009; Van Rossum et al., 2006; Yoon and Kim, 2010). Serotonin transporter genes are also thought to increase susceptibility to depression, specifically, the serotonin transporter gene 5-HTTLPR (Caspi et al., 2010; Uher and McGuffin, 2010). Given that many antidepressant drugs target the serotonin receptor and that 5-HT levels are postulated to be altered in MDD, it is likely that 5-HT transporter genes are involved in MDD aetiology. Genome-wide association studies (GWAS) have also greatly contributed to our understanding of the genetics underlying MDD and have identified multiple risk variants associated with this disorder, e.g., DRD2 and CELF4, and highlighted the importance of PFC regions and the ACC in particular (Howard et al., 2019; Wray et al., 2018). Another GWAS study reported an interactive effect between 5HTTLPR and the DPF1 gene (Garvert et al., 2022). Many studies are aiming to predict pharmacological treatment response based on an individual’s genetics (Lohoff and Ferraro, 2010). For example, glutamatergic genes such as GRIK4 have been linked to citalopram response and adverse effects (Paddock et al., 2007). Genes for corticotrophin-releasing hormone (CRH) receptor-1 CRHRI and CRH binding protein can also help predict SSRI response (Binder et al., 2010; Liu et al., 2013).

Environmental factors also contribute strongly to MDD onset. For a long time, it has been known that negative life events, for example death of a relative, loss of employment, debt, and chronic disease, can lead to a depressive episode (Kessler, 1997). Equally important are stressful events occurring in adolescence, for example, neglect, domestic violence, or abuse (Li et al., 2016). The number of stressful events in adolescence can clearly predict severity and chronicity of MDD. Such traumatic experiences may lead to long-term neurobiological consequences, as demonstrated in animals and humans that have experienced early life stress (ELS) showing persistent increases of the hypothalamic-pituitary-adrenal axis, which involves CRH (Meaney, 2001; Stetler and Miller, 2011).

Gene-environment interaction studies have also helped to explain the aetiology of depression. In one study, participants with one or more copies of the short allel of the 5HTT promoter variant had a greater chance of developing depression when exposed to a negative life event (Caspi et al., 2003). However, the interaction between stress and 5HTTLPR was
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not confirmed by GWAS (Culverhouse et al., 2018). In another study, individuals carrying one of two genotypes for the T102C polymorphism of the HTR2A gene expressed low levels of depressive symptoms in the presence of high maternal nurturance, which was not the case for carriers of the C/C genotype (Jokela et al., 2006). Epigenetic regulation also plays a key role, as it has been shown that DNA demethylation in glucocorticoid-response elements of a polymorphism in FKBP5 is stress-dependent and can lead to increased expression of this gene in response to stress (Klengel et al., 2012). Therefore, MDD has genetic and environmental components to it, as well as an interaction of the two. However, the exact mechanisms remain unclear and are yet to be elucidated.

1.1.5 Sex differences in MDD

The prevalence, incidence and morbidity risk of depression is generally higher in females than males (Piccinelli and Wilkinson, 2000). These differences begin during puberty and continue throughout adulthood. Epidemiological studies suggest that women have a higher likelihood of experiencing greater symptom severity and that somatic-/cognitive-affective symptoms are more common in women (Marcus et al., 2008). Atypical depression is more frequently reported in women, and its symptoms include hypersomnia, weight gain and fatigue (Angst et al., 2002; Blanco et al., 2012). Comorbidities also differ between males and females, with males more commonly presenting with comorbid substance use disorder, whereas women commonly have a co-diagnosis of anxiety disorder (Marcus et al., 2008; Schuch et al., 2014).

Differences in responding to antidepressant medication between the sexes have also been observed. Although there is no consensus on this matter, cohort studies suggest that women respond better to SSRIs than men, whereas men tend to respond better to tricyclic antidepressants (TCAs) (Kornstein et al., 2000; Yang et al., 2011). Not only are these differences seen in humans, but animal models have also demonstrated differential efficacy of antidepressants (Eid et al., 2019). Healthy female rodents appear to be more sensitive to acute SSRI administration, including fluoxetine, paroxetine and sertraline; as well as non-SSRIs such as ketamine (Carrier and Kabbaj, 2013; David et al., 2001; Gómez et al., 2014; Kokras et al., 2015). Many medications interact with the ovarian hormones oestradiol and progesterone, influencing the animals’ sensitivity to those drugs (Carrier and Kabbaj, 2013; Naito et al., 2007). On the other hand, animals that have undergone interventions to induce depressive-like phenotypes have shown no effects of SSRI treatment in females but
found behavioural improvements in males (Carrier and Kabbaj, 2012; Gobinath et al., 2018; Wainwright et al., 2016).

Biologically, a number of factors may explain the behavioural differences between men and women. Firstly, reductions in brain volume resulting from long-term depression are more common in men than in women (Yang et al., 2017). Evidence suggests that pre-menopausal women show fewer age-related volume reductions of regions such as the hippocampus, which are implicated in MDD, and which could be attributable to the neuroprotective effects of oestrogen (Bromberger and Epperson, 2018; Goto et al., 2011). Moreover, brain morphology in women with untreated depression has been reported to be abnormal in prefrontal-limbic areas, whereas in men the abnormalities are mainly found prefrontal-striatal regions (Kong et al., 2013). There are also differences in gene expression in depression that are sex-dependent (Kang et al., 2020). In post-mortem studies, altered gene expression for glutamate and 5-HT receptors were mostly found in women (Goswami et al., 2010; Gray et al., 2015). In men, genes related to the brain-derived neurotrophic factor (BDNF) were more prevalent (Tripp et al., 2012). Depression-related transcriptional brain changes show little overlap between males and females and have been reported to show opposing trends in the two sexes (Seney et al., 2018). Sex differences in gene transcription have also been reported in rodents that were exposed to stress (Brivio et al., 2020). In summary, evidence suggests that depression-related biological profiles significantly differ between males and females across species, aligning with behavioural and pharmacological findings.

1.1.6 Treatments for MDD

The most common treatment options for MDD are psychotherapy and pharmacological interventions, either separately or combined (Otte et al., 2016). In most cases, mild MDD is initially treated with psychotherapeutic interventions, whereas treatment for more moderate or severe diagnoses involve medication or a combination of both treatment options. Extreme cases, such as treatment-resistant MDD, may require rarer treatments such as electroconvulsive therapy (Kellner et al., 2012). Psychotherapy can take a variety of forms, including CBT, behavioural activation therapy, psychodynamic therapy, problem-solving therapy, interpersonal therapy and mindfulness-based therapy. A summary of how these therapies work can be found in box 2. This section is intended to provide a brief overview of the available treatment options, and by no means provides a full list of these. For a more extensive review, please see (Karroui et al., 2021; Otte et al., 2016).
Box 2: Types of psychotherapeutic interventions for MDD. Based on (Otte et al., 2016).

Cognitive behavioural therapy
CBT involves the identification of negative, distorted thinking patterns and helps the patient to develop skills to identify and challenge these thoughts.

Behavioural activation therapy
In this type of therapy, the therapist aims to increase the patient’s positive activities that provide pleasure or mastery. This treatment may also involve the identification and confrontation of avoidance processes.

Psychodynamic therapy
Through psychodynamic therapy, the individual gains a deeper understanding of how emotions, thoughts and previous life experiences contributed to current problems. This enables the patient to deal with these patterns better.

Problem-solving therapy
This intervention is aimed at teaching the patient a set of skills that helps them generate creative methods to address problems, how to better identify and overcome hurdles and make more effective life decisions.

Interpersonal therapy
Interpersonal therapy can help to identify and resolve issues in relationships and deal with interpersonal conflict, role transitions and difficult relationships.

Mindfulness-based therapy
This involves frequent meditation and is aimed at the individual paying greater attention to thoughts, feelings, and experiences without judgement and accept things as they are without trying to change them.

A possible explanation for the efficacy of psychological therapies is the idea that the strategies employed can induce change via cognitive restructuring, behavioural activation, or better interpersonal functioning (DeRubeis et al., 2005).

As mentioned in previous sections, most drugs to treat MDD aim to increase transmission of neurotransmitters, particularly monoamines. These medications include SSRIs, TCAs, serotonin-norepinephrine reuptake inhibitors (SNRIs), serotonin antagonists and reuptake inhibitors (SARIs) and MAOIs. Beyond the increase of monoamine levels synaptically, these drugs are also known to induce neural plasticity (Hyman and Nestler, 1996). Specifically, they result in altered neural responses to biochemical perturbations in the synapse via downstream changes in intracellular signalling pathways, modifications in gene expression, neural as well as synaptic plasticity (Sharp, 2013). Newer medications for MDD that are currently
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being investigated include the NMDA receptor antagonist ketamine and 5-HT-2A receptor agonist psilocybin (Daws et al., 2022; Kotoula et al., 2021; Krystal et al., 2019). Moreover, researchers are trying to develop antidepressant drugs that do not focus on monoamine transmission, such as anti-inflammatory agents and opioid-κ antagonists (Ehrich et al., 2015; Noto et al., 2014).

1.2 Introduction to Substance Use Disorders

The DSM-5 defines SUDs by the presence of a minimum of two out of eleven possible criteria in a 12-month period (APA, 2013). Disorder severity is determined by the number of criteria that are present, with 2-3 criteria indicating mild SUD, 4-5 moderate and >6 criteria as severe. The criteria include craving, a persistent desire to cut down substance use, negative consequences arising from substance use, and withdrawal symptoms. These criteria generally apply to a variety of substances, such as alcohol, nicotine, stimulants, opioids, and cannabis. The cycle of addiction has been proposed to consist of three components: preoccupation-anticipation, binge-intoxication, and withdrawal-negative affect, which form part of the DSM-5 criteria (Koob and Le Moal, 2001). This thesis will mostly focus on stimulant use disorder, specifically cocaine use disorder (CUD). In box 3, the DSM-5 criteria for stimulant use disorder are outlined.

Epidemiologically, rates of SUDs are high across the general population (Deak and Johnson, 2021). Up to 30% of individuals will meet the criteria for alcohol or nicotine use disorder in their lives (Grant et al., 2016). 2.4% of the population will fulfil the criteria for CUD. SUDs are responsible for increased comorbidities and greater number of deaths, for example, nicotine use disorder results in 7 million deaths worldwide every year (UN, 2018). In 2018, approximately 50,000 people died as a result of opioid overdoses (Hedegaard et al., 2020). These facts underline the importance of gaining a deeper understanding of SUDs in order to guide development of preventative measures and treatments.

1.2.1 Behavioural differences in SUD

Substance use disorders affect a variety of brain processes and circuits, including those involving reward, inhibitory control, stress, emotional processing, learning and memory (Hayes et al., 2020). Deficits in decision-making provide a robust cognitive marker of substance abuse (Verdejo-Garcia et al., 2007). On the IGT, cocaine and cannabis users performed worse than non-substance users. Following 25 days of enforced abstinence,
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cocaine users showed the smallest improvements in performance on the task compared to healthy controls and cannabis users, and heavier drug use across both cocaine and cannabis groups was inversely correlated with performance. Individuals with heightened risk for SUDs, as determined by the number of alcohol-dependent relatives, also showed worse performance on the IGT compared to individuals who are not at risk (O’Brien et al., 2014). Additionally, high-risk subjects learned less from experience than the low-risk group. Participants with the 5-HT transporter-linked polymorphic region (5-HTTLPR) short-allele homozygote have worse performance measures than carriers with the long allele, and S/S carriers have the poorest performance (Heils et al., 1996). 5-HTTLPR influences serotonin concentration in the synaptic cleft and serotonin transporter gene expression, whose dysregulation has been associated with SUD. In summary, not only individuals diagnosed with an SUD, but also people at high risk of developing an SUD, have difficulties on decision-making tasks such as the IGT.
### Box 3: DSM-5 criteria for Stimulant-Related Disorders

A) Repeated amphetamine-type substance, cocaine, or other stimulant use leading to clinically significant impairment or distress, as highlighted by at least two of the listed symptoms occurring within a 12-month period:

1. Stimulant is frequently taken in larger amounts or over a longer period than intended.
2. Persistent desire or unsuccessful efforts to cut down or control stimulant use.
3. A lot of time is spent on activities to obtain the stimulant, use the stimulant, or recover from its effects.
4. Craving, or a strong desire or urge to use the stimulant.
5. Recurrent stimulant use resulting in inability to fulfil commitments at work, school, or home.
6. Continued stimulant use despite having persistent or recurrent social or interpersonal problems, which are caused or exacerbated by use of the stimulant.
7. Important social, occupational, or recreational activities are given up or not done as frequently due to stimulant use.
8. Repeated stimulant use in physically hazardous situations.
9. Stimulant use is continued despite knowledge of having a persistent or recurrent physical or psychological problem that has probably been caused or exacerbated by the stimulant.
10. Tolerance as defined by either one of the following two:
    a) A need for substantially increased amounts of stimulant to achieve intoxication or desired effect.
    b) A significantly reduced effect with continued use of the same amount of stimulant.
11. Withdrawal, which manifests itself as either of the following:
    a) The characteristic withdrawal syndrome for the stimulant.
    b) The stimulant is taken to relieve or avoid withdrawal symptoms.
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Impulsivity is a multidimensional trait that reflects a predisposition for rapid, premature actions without forethought and aversion for delayed and uncertain rewards (Dalley and Robbins, 2017; Evenden, 1999; Jones et al., 2021). Impulsivity has been shown to be both a vulnerability marker and consequence of drug use; trait impulsivity has been found to predict compulsive drug-seeking in rats (Dalley et al., 2007; Ersche et al., 2010; Verdejo-Garcia et al., 2007). Genetically, the heritability of impulsive-compulsive behavioural phenotypes has been shown and that impulsive and compulsive traits in humans are strongly related (Chamberlain et al., 2018; Tiego et al., 2020). Impulsivity is multifaceted and can be sub-divided into impulsive choice and impulsive action (Dalley et al., 2011). Impulsive action reflects the failure of motor inhibition, whereas impulsive choice is the preference for immediate, rather than delayed reward. Impulsive action is oftentimes measured using the stop-signal reaction time task (SSRTT) or the Go/No-go task, impulsive choice is tested using paradigms such as the delay discounting task (DDT) (Jones et al., 2021). Overall task performance on the Go/No-go task is reduced in smokers, and especially performance on no-go trials is impaired (Luijten et al., 2017). In recreational cocaine users, the time required to inhibit responses to stop-signals on the SSRTT is significantly higher than in non-users (Colzato et al., 2007). Furthermore, alcohol, methamphetamine and cannabis-dependent subjects respond prematurely on the 5-choice serial reaction time task (5-CSRTT), another measure of impulsive action (Voon et al., 2014). Not only do people with SUDs show increased impulsive behaviour on tasks of motor impulsivity, but they also show increased impulsive choice. Cocaine users show greater delay discounting of monetary and other rewards, making it evident that outcome devaluation functions differ significantly between SUD patients and controls (Heil et al., 2006). Overall, these studies strongly suggest that impulsive action and choice are common behavioural markers of SUDs and are heightened across different SUD subtypes. Moreover, animal studies show that they may predispose to compulsive drug reinforcement.

1.2.2 Neural changes in SUD

The dopaminergic mesocorticolimbic pathway is responsible for reward processing and projects from the ventral tegmental area (VTA) to the striatum and PFC (Hayes et al., 2020). Other regions involved in reward processing include the OFC, ACC, amygdala, and hippocampus. The VS is important for signalling the reinforcing effects of a stimulus. The OFC and ACC attribute salience to reward; the vIPFC is responsible for inhibition of behaviour; the amygdala and hippocampus receive dopaminergic innervation and are
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 responsiblere for encoding memories related to rewarding stimuli. The MID task makes it possible to investigate brain activity associated with anticipated monetary loss, gain or neutral outcomes and the actual outcome. On this task, brain activity to reward anticipation was associated with activation clusters in the striatum and thalamus in healthy individuals (Oldham et al., 2018). In substance-dependent individuals (SDIs), however, there was blunted striatal activation during anticipation of reward (Luijten et al., 2017). In response to drug-related stimuli, on the other hand, participants with SUD show greater activation than healthy individuals. On so-called cue-reactivity tasks, SDIs show greater activity in the VS, ACC and amygdala (Chase et al., 2011; Kühn and Gallinat, 2011). A meta-analysis involving 25 task-based fMRI studies involving monetary reward anticipation and/or outcome tasks supported that there is blunted striatal response during reward anticipation (Luijten et al., 2017). Altered signals were also confirmed in the ACC, amygdala, OFC and dlPFC. During reward outcome, VS activation was greater than in healthy individuals, as well as in the insula and SFG. In Gambling Disorder (GD), the VS signal was decreased in the dorsal striatum (DS) following reward outcome.

Impulsivity is a manifestation of weakened inhibitory control, reflecting impaired top-down inhibitory control processes that are required to manage pre-potent motor or reward-driven responses (Verdejo-García et al., 2008). Motor and choice impulsivity are thought to involve different neural pathways, with the former engaging the ACC, pre-supplementary motor area (pSMA) and inferior frontal gyrus (IFG), whereas the latter requires the MFG and frontal pole (Wang et al., 2016). On the stop signal task, alcohol-dependent individuals have shown greater response magnitude following a stop signal in the inferior parietal cortex and anterior pSMA, whereas healthy control participants showed a deactivation of the ACC (Hu et al., 2015). In participants with CUD, inhibitory control has been linked to decreased activation of the dmPFC and lateral occipital cortex (Ceceli et al., 2022). Moreover, there was a negative correlation in CUD between the stop signal reaction time (SSRT) and brain signal in the posterior cingulate gyrus, precuneus and cuneal cortices. On the Go/No-go task, participants with CUD had lower brain activations in the pSMA, insula and ACC during successful no-gos and commission errors (Kaufman et al., 2003). In heavy drinkers between the ages of 18 and 22, however, activity in the dlPFC, medial PFC, insula and ACC was greater than in light drinkers during no-go trials (Ames et al., 2014). These studies suggest that brain areas critical for cognitive control and inhibition are functionally impaired in SUD, reflecting behavioural observations. Figure 1.1 gives an overview of the neural circuitry involved.
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Fig. 1.1 Neurocircuitry underlying substance use disorder.

Neurocircuitry underlying the three stages of the addiction cycle: preoccupation/anticipation, binge/intoxication and withdrawal/negative affect. From (Koob and Volkow, 2010).

1.2.3 Neurochemical basis of SUD

When an individual continuously uses a drug and slips into dependence, significant alterations in the mesocorticolimbic system occur, as DA levels are increased in the striatum (Koob and Volkow, 2009). Cocaine and amphetamines are blockers of the presynaptic dopamine transporter DAT, whereas other drugs such as opiates, alcohol and nicotine increase extracellular DA levels via the inhibition of GABA interneurons. DA is not the only substance whose transmission is altered in addiction and plays an important role. Endogenous endorphins are also involved in reward signalling, as shown via PET imaging studies in which increased endogenous endorphin levels following alcohol or stimulant intake have been reported (Colasanti et al., 2012; Turton et al., 2018). The transition to compulsion is thought to be a result of dysfunctional top-down inhibitory response control (Everitt and Robbins, 2016; Jentsch and Taylor, 1999). Behavioural paradigms have been developed in rodents to capture different aspects of addiction and study the transition to compulsion. Most studies investigating the neurochemistry underlying compulsive drug-seeking and taking has therefore been undertaken in rodents. Compulsive drug-taking can be assessed via response-contingent self-administration (SA) in the face of concurrent punishment, such as a foot-shock or unpleasant tastant such as quinine. Cue-controlled drug-seeking can be
investigated with second-order schedules of reinforcement paired with or without punishment, during which drug delivery occurs after a fixed amount of time alongside a classically conditioned stimulus. Later in this paradigm, the conditioned stimulus is presented without the drug, enabling the investigation of drug-seeking behaviours (Jones et al., 2021).

5-HT depletion in rats via intracerebroventricular infusions of 5-7-dihydroxytryptamine have led to increased drug-seeking under punishment (Pelloux et al., 2012). Citalopram, a selective 5-HT reuptake inhibitor, on the other hand, reduced compulsive drug-seeking. Genetic depletion of 5-HT$_{2C}$ receptor, resulting in reduced 5-HT$_{2C}$ receptor protein production in the mPFC, increased motor impulsivity and cocaine seeking during withdrawal (Anastasio et al., 2014). Moreover, a decrease in phasic DA release in the ventromedial striatum of non-human primates following weeks of cocaine exposure, alongside an increase in the dorsolateral striatum has been reported (Willuhn et al., 2012). DA release in the DS, but not VS, was observed following exposure to a drug-associated stimulus (Ito et al., 2002). Not only have DA and 5-HT been studied in relation to compulsive drug reinforcement, but the involvement of NA, GABA and glutamate has also been demonstrated. The $\alpha_2$ receptor antagonist yohimbine, which causes NA release due to the inhibition of autoreceptors, increased cue-induced seeking for cocaine, an effect that was reduced via the $\alpha_2$ receptor agonist clonidine (Lee et al., 2004). Infusions into the nucleus accumbens core (NAcC), which plays a key role in the reconsolidation of cue-drug memories, of the selective $\alpha$-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA)/kainate receptor antagonist LY293558 dose-dependently decreased cocaine seeking in rats (Di Ciano and Everitt, 2001; Théberge et al., 2010). Furthermore, NMDA receptor antagonist infusions into the basolateral amygdala prevented the reconsolidation of drug-associated memories and impaired drug-seeking behaviours (Milton et al., 2008). The systemic administration of N-acetylcysteine reduced cocaine seeking during a second-order schedule of reinforcement, through increasing glutamate release (Murphy et al., 2012a). Finally, short hairpin RNA knockdown of GAT-3 in rats increased alcohol choice behaviour, and GABA receptor activation increased cocaine seeking under punishment (Augier et al., 2018; Sun and Yuill, 2020).

In summary, drug seeking is a result of a complex interplay between various neurotransmitter systems, whose effects are yet to be fully understood.

### 1.2.4 Genetic contributors to SUD

SUDs have a strong genetic component (Yu and McClellan, 2016). However, we still have a poor understanding of the polygenic architecture responsible for traits predisposing
Fig. 1.2 Effects of different neurotransmitters on tasks commonly used to assess impulsivity or compulsivity.
Diagrams show the locations of cell bodies in the dorsal raphé nucleus (DRN), ventral tegmental area (VTA) and locus coeruleus (LC), as well as their ascending projections to the forebrain. The overall effects of systemically increasing or decreasing 5-HT (yellow) and dopamine (blue) or noradrenaline (orange) on different forms of impulsivity and compulsivity are summarised on the right. Upward and downward arrows denote increased and decreased impulsivity and compulsivity, respectively. Horizontal bidirectional arrows indicate no clear effect of the manipulation. The red asterisk (*) indicates that studies have reported both a decrease and null effects on SIP. A dash (-) indicates that the effects are unknown. Abbreviations: 5-CSRTT, 5-choice serial reaction time task; DDT, delay-discounting task; SIP, schedule-induced polydipsia; SSRTT, stop-signal reaction time task. Adapted from (Jones, Zuhlsdorff & Dalley, 2021).
an individual to SUD. Early studies employing genome-wide linkage and candidate gene association methods identified a number of genes that may predispose to alcohol use disorder (AUD). In families with high rates of alcohol dependence, regions of chromosome 4 coding for the alcohol dehydrogenase gene \( ADH \) were identified (Reich et al., 1998). This gene encodes ADH isozymes which metabolise alcohol into acetaldehyde, as well as several GABA receptor genes (Edenberg and Foroud, 2006). Association studies have related variants in or near alcohol metabolising genes, such as \( ADH1B \) and \( ALDH2 \), the chromosome 4 GABA gene cluster and the \( \mu \) opioid receptor gene \( OPRM1 \) (Edenberg et al., 2004; Ray and Hutchison, 2004). These studies have also highlighted the involvement of genes related to neural pathways important for stimulus-reward processing, for example dopaminergic (\( DRD2, MAOA \)), serotonergic (\( HTR3A \)), glutamatergic (\( GRIN2C \)) and GABAergic (\( GABRA1, GABRA2 \)) pathways (Prom-Wormley et al., 2017). Genetic association studies for nicotine dependence found genes important for metabolising drugs (\( ADH1B, CYP1JA1 \)), synaptic transmission of various neurotransmitter systems (\( CHRN B4, GRM7, DRD1 \)) and reuptake/vesicular packaging of neurotransmitters involved in learning and memory (\( SLC6A4, SLC18A2 \)) (Harari et al., 2012; Liu et al., 2015; Prom-Wormley et al., 2017). For CUD, genetic association studies highlighted many genes that are involved in dopaminergic pathways. These include genes that are involved in the expression of the D2 dopamine receptor (\( DRD2 \)), signalling of DA (\( ANK11, TTC12 \)), DA degradation (\( COMT \)) and many other processes involved in DA transmission (Prom-Wormley et al., 2017).

In recent years, GWAS have provided a new insight into the genetics of SUDs. For opioid use disorder, GWAS have identified multiple important loci, such as the repulsive guidance molecule BMP co-receptor A (\( RGMA \)), cornichon family AMPA receptor auxiliary protein 3 (\( CNHI3 \)), potassium voltage-gated channel subfamily C member 1 (\( KCNC1 \)) as well as \( FURIN \) and \( OPRM1 \) (Deak et al., 2022; Gelernter et al., 2014; Nelson et al., 2016). For AUD, the alcohol-metabolism gene alcohol dehydrogenase 1B and 1C (class 1) \( \beta \)-polypeptide (\( ADH1B \) and \( ADH1C \)) and aldehyde dehydrogenase 2 family member (\( ALDH2 \)) are thought to predispose to alcohol abuse (Gelernter and Polimanti, 2021; Kranzler et al., 2019; Zhou et al., 2020). Only a few GWAS studies for cocaine dependence have been done thus far; nonetheless, some risk variants have been identified. One example is the family with sequence similarity 53 gene, member B (\( FAM53B \)) and transmembrane protein 51 (\( TMEM51 \)) (Gelernter et al., 2014; Sun et al., 2020). GWAS have also identified an association between chromosome 7 and chromosome 8 loci (\( FOXP2 \) and near \( CHRNA2 \), respectively) and Cannabis Use Disorder (Johnson et al., 2020).
More recent genetic methods have demonstrated the greatly polygenic nature of AUD and the heritability of traits relevant for AUD (Deak et al., 2019). Polygenic risk scores have been able to predict nicotine dependence, AUD, and cannabis use disorder (Belsky et al., 2013; Vink et al., 2014). Other studies have combined different types of ‘omics’ data, such as epigenomics or transcriptomics, to identify novel gene candidates. One study has been able to link a variant in an intronic region of the \textit{CNTN4} gene and AUD (Clark et al., 2015). The advance of such novel techniques will hopefully help to develop a better understanding of genetic markers of SUDs and help guide future treatment discovery.

### 1.2.5 Treatments for SUD

The main treatments for SUD involve psychosocial or pharmacological interventions, or a combination of both (Hayes et al., 2020). For CUD, a commonly used treatment consists of group, individual and family therapy, known as intensive outpatient therapy (Kampman, 2019). Alternative psychosocial treatments include CBT and voucher-based reinforcement therapy (VBRT). The former strongly prevents relapse, and the latter is highly effective for promoting abstinence. In VBRT, the patient receives a voucher that can be redeemed for goods and services in the community, as long as the individual manages to fulfil a therapeutic goal, for example drug abstinence. It is most efficient when accompanied by another type of psychosocial treatment, such as CBT. A limitation of VBRT is that once the positive reinforcers are no longer present, abstinence is oftentimes short-lasting. However, when it is done in parallel with other therapies, long-lasting outcomes can be achieved (Rawson et al., 2002). CBT aims to reduce drug craving, by teaching patients to identify which situations they come across in daily life that induce craving. These situations can be avoided by using techniques such as distraction, recall of negative consequences and positive thought substitution (Carroll and Onken, 2005).

Pharmacological interventions for SUD depend on the drug, but generally target one of the following phases: acute intoxication, substitution, detoxification, or relapse prevention (Hayes et al., 2020). During withdrawal, an organism is unexpectedly deprived of a substance that it has been exposed to over prolonged periods of time (Ries et al., 2014). Therefore, one way of managing it is via substitution with an agent that has a similar effect on the brain. This can be done for a variety of SUDs, including, AUD, tobacco use and opioid use disorder. For AUD, benzodiazepines are used during the withdrawal/detoxification stage, naltrexone or acamprosate are the first line treatments for relapse prevention (Hayes et al., 2020). For opiate addiction, naloxone is used during overdose, methadone and buprenorphine are used for
1.3 What is cognitive flexibility?

Cognitive flexibility is the ability to adapt to changes in the environment by switching task sets, responses, or strategies (Cools, 2015). It is a distinct yet overlapping construct with control processes such as inhibition and updating (Miyake et al., 2000). Flexibility makes it possible to adjust behaviour following changes in environmental or internal cues. Individuals with greater cognitive flexibility have improved life outcomes, better social functioning and reduced cognitive decline with age (Burke et al., 2019; Diamond and Lee, 2011; Koesten et al., 2009). Difficulties in flexible responding have been observed in various psychopathologies. For example, patients with obsessive-compulsive disorder (OCD) show impaired performance on tasks such as the Intra-/Extra- Dimensional Set Shift (IED) task, which is linked to reduced functional connectivity between the striatum and the prefrontal cortex (Remijnse et al., 2006; Vaghi et al., 2019). In patients with autism spectrum disorder (ASD), repetitive behaviours are correlated with reversal deficits on the IED task, further highlighting the importance of studying flexible behaviour (Yerys et al., 2009).

Cognitive flexibility is considered an executive function, or a process necessary for goal-directed behaviour (Miyake et al., 2000). Two commonly used paradigms to investigate flexibility include the WCST and the reversal learning task. The former requires the ability of an individual to infer rules in order to guide behaviour, create an attentional set and be able to
shift the set by adjusting behaviour when task rules are changed (Banich, 2009). This task is mostly used in humans, whereas the reversal learning task can be employed across species; in rodents, non-human primates and humans. This task assesses how easily the animal can adapt its behaviour in response to changes in stimulus-outcome or response-outcome contingencies (Izquierdo, 2017).

Different neural circuits are involved in mediating flexibility. The executive control network (ECN) and salience network (SN) are known to play important roles in supporting executive function and cognitive flexibility (Dajani and Uddin, 2015; Uddin, 2021). The ECN involves the dlPFC, vlPFC and inferior frontal junction (IFJ), midcingulate gyrus and parts of the temporal lobe and inferior parietal lobule. The SN consists of the anterior insula, the anterior midcingulate cortex, amygdala, and thalamus (Uddin et al., 2019). In monkeys, lesions of the lateral OFC have resulted in reversal learning impairments, whereas medial PFC lesions caused impairments in extradimensional shifts (Dias et al., 1996b). In rats, medial OFC inactivation has also resulted in reversal learning impairments, attributable to an increase in perseveration (Dalton et al., 2016). Inactivation of the dorsomedial striatum in rodents has also resulted in reversal learning impairments as well as difficulties in strategy switching (Ragozzino, 2007).

Deficits in cognitive flexibility are observed across a variety of psychiatric and neurological conditions; including, but not limited to, ASD, attention-deficit/hyperactivity disorder (ADHD), MDD, OCD, Alzheimer’s disease and Parkinson’s disease (Leeson et al., 2009; Remijnse et al., 2006; Swainson et al., 2000; Uddin, 2021). In ASD, executive function is affected across measures, with strong impairments observed in flexibility as assessed via the WCST (Demetriou et al., 2018; Lai et al., 2017). These behavioural changes have been associated with altered activity in the ECN and SN (Uddin, 2021). Excessive rumination in MDD is thought to be linked to inflexible thinking and difficulty engaging the ECN (Burrows et al., 2017; Uddin, 2021). In neurological disorders such as dementia, impaired task-switching and set-shifting is observed and has been linked to neurodegeneration of the PFC (McDonald et al., 2018). In summary, these findings underline the importance of studying cognitive flexibility in order to understand its neural basis and develop new treatments.
1.4 Reversal learning: cognitive aspects, neural circuits and neurochemistry

As mentioned previously, the reversal learning paradigm measures cognitive flexibility by evaluating behavioural adjustments following changes in stimulus-outcome or response-outcome contingencies (Izquierdo, 2017). It is one of the main paradigms for assessing cognitive function and flexibility. Subjects are trained to discriminate between two stimuli, which can be visual, auditory, or spatial, and learn which one of the stimuli is rewarded and which one results in no reward or punishment. After having learnt the stimulus-outcome association, the contingencies are reversed, and subjects have to re-learn the contingencies (Fellows and Farah, 2003). These tasks can either be deterministic, which means that every correct response is rewarded, and every incorrect response is punished, or probabilistic, where only a certain percentage of correct trials are rewarded (e.g., 70% or 80%) and some of the incorrect trials are spuriously rewarded (e.g., 30% or 20%) (DRL vs PRL). One of the reasons why reversal learning tasks have been so popular is that they can be employed across species, making it highly valuable for translational research (Izquierdo, 2017). In rats, the reversal learning task set-up includes levers, nose poke portals or a touchscreen, providing either solely spatial information or stimulus information if stimuli are presented on a screen (Jentsch and Taylor, 2001). In non-human primates, cards or a touchscreen can be used, similarly to the implementation of this task in rodents (Clarke et al., 2005; Walker et al., 2009). However, in monkeys, the number of reversals is usually different to rodents, as sometimes more than seven reversals need to be completed, whereas in rodents the number of reversals can be as low as one (Schoenbaum et al., 2002). In human studies, the reversal learning task can also take many forms, usually, a visual stimulus is presented on a screen and the participants needs to respond by touching the screen or pressing a button on the keyboard (Cools et al., 2002; Lawrence et al., 1999). In humans, reversal learning tasks are mostly probabilistic, as they are more difficult and can include multiple contingency changes (Izquierdo, 2017). PRL tasks significantly slow the rate of learning and enable researchers to study learning under uncertainty, which is relevant for various disorders such as MDD.

It is possible to extract a variety of measures from reversal learning tasks, not only including the number of correct responses and errors, but also the number of perseverative responses, the percentage of ‘staying’, i.e., selecting the same stimulus, or percentage of ‘shifting’, i.e., selecting a different stimulus. Moreover, it is possible to fit computational models on a trial-by-trial basis, which will be discussed in more detail in later sections. These tasks facilitate the study of at least three important cognitive processes: 1) learning from
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reward or punishment following the selection of a stimulus; 2) estimation of the likelihood or prior probability of a reversal and 3) generating an understanding of the task or option space (Costa et al., 2015; Izquierdo, 2017; Stalnaker et al., 2015; Wilson et al., 2014).

Many regions are implicated in the mediation of reversal learning tasks. Using neuroimaging studies in humans, cortical areas such as the OFC and mPFC were found to be activated on an fMRI scan during a reversal (Cools et al., 2002; Remijnse et al., 2005). Excitotoxic lesions of the OFC in marmosets caused selective impairments in reversal learning without affecting any other forms of behavioural flexibility and single neuron activity of the OFC during reversal learning has revealed that these neurons track changes in reward contingencies (Dias et al., 1996b; Thorpe et al., 1983). In rodents, excitotoxic lesions or inactivations of the OFC impair reversal learning (Bissonette et al., 2008; Bohn et al., 2003; Izquierdo et al., 2013). The mPFC plays a slightly different role in reversal learning. Despite many rodent and monkey studies reporting that mPFC damage does not affect reversal learning (Bissonette et al., 2008; Floresco et al., 2008; Rudebeck et al., 2006), macaques with mPFC lesions show a small deficit in the ability to respond correctly following a reversal (Chudasama et al., 2013). Moreover, the ACC has been found to track reward and non-reward during reversal learning (Kawai et al., 2015). Therefore, it seems that the role of the mPFC is mostly linked to situations in which high attentional demands and performance monitoring are required (Izquierdo, 2017). Not only cortical regions are activated in reversal learning, but subcortical regions are, too. In humans, the dorsal and ventral striatum are active during a reversal (Rogers et al., 2000). Neurotoxic lesions of the dorsomedial striatum in marmosets and rats have resulted in reversal learning impairments (Castañé et al., 2010; Clarke et al., 2008). Ventral striatal neurotoxic lesions result in spatial reversal learning deficits in monkeys and PRL deficits in rats (Dalton et al., 2014; Stern et al., 1995). The amygdala receives cortical inputs and projects to both dorsal and ventral striatum, forming a circuit that supports reversal learning (Izquierdo, 2017). However, its exact involvement remains unclear. BLA and amygdala lesions in the monkey have improved reversal learning (Izquierdo, 2017). On the other hand, when the BLA is inactivated after training but prior to a reversal, performance is disrupted (Schoenbaum et al., 2003). Although no clear consensus can be reached on its role in reversal learning, it is evident that the amygdala is involved in mediating this cognitive process.

The involvement of neurotransmitters in reversal learning is unclear and complicated. What is known, is that 5-HT, glutamate and DA play an important role. Systemic 5-HT depletion impairs reversal learning and 5-HT levels in the vlPFC have been shown to be correlated with performance on the reversal learning task (Groman et al., 2013; Izquierdo
et al., 2012). Increased 5-HT transmission generally leads to improvements in reversal learning, whereas decreased 5-HT signalling results in impairments and increases perseverative responses (Clarke et al., 2007; Rogers et al., 1999; Rygula et al., 2015). Dopaminergic innervation in the brain also plays an important role in reversal learning. Optogenetic excitation of DA neurons in the ventral tegmental area and substantia nigra pars compacta enhance reversal learning in rats (Adamantidis et al., 2011; Rossi et al., 2013). DA depletions in the marmoset striatum have also resulted in impairments, which were not present after 5-HT depletions (Clarke et al., 2011). In humans, reversal learning improvements as a result of increased striatal DA via methylphenidate have been observed (Clatworthy et al., 2009). Finally, glutamate has also been implicated in reversal learning via its effects on the NMDA receptor, which is an important receptor for learning and memory (Rezvani, 2006). NMDA receptor antagonism impairs spatial reversal learning in rats; deletion of the GluN2A subunit of the receptor leads to the same effect in mice (Brigman et al., 2008; Marquardt et al., 2014). GluN2B antagonism and cortex-wide deletion have consistently resulted in increases in perseveration, leading to reversal learning deficits (Dalton et al., 2011; Radke et al., 2015).

In summary, multiple neurotransmitter systems are involved in reversal learning, highlighting its underlying complexity.

1.5 Endophenotypes in psychiatry

Endophenotypes are measurable components that are present along the pathway between disease and distal genotype (Gottesman & Shields, 1972). They can be of neurophysiological, endocrinological, biochemical, neuroanatomical, cognitive, or neuropsychological nature, are heritable traits and can be derived from laboratory measures, e.g., neurocognitive performance deficits or impaired facial emotion recognition (Gottesman and Gould, 2003; Iacono, 2018). Endophenotypes enable researchers to ‘decompose’ or ‘deconstruct’ complex psychiatric diagnoses, making it possible to uncover the genetic underpinnings of these disorders more easily and develop animal models to investigate the respective endophenotype. They may also support prognosis and the development of treatments. Ideally, an endophenotype will have been or will be associated with a candidate gene or gene region. The criteria that need to be fulfilled for a component to be considered an endophenotype are the following (Gershon and Goldin, 1986; Gottesman and Gould, 2003; Leboyer et al., 1998):

1. Associated with illness in the population.
3. Primarily state independent.

4. Co-segregate with illness within families.

5. More prevalent in non-affected family members in the same family than a non-affected individual in the overall population.

Relevant endophenotypes have been found for different psychiatric disorders and are still being extensively researched. One example of successful endophenotype identification is for schizophrenia. Sensory motor gazing deficits, eye-tracking dysfunction and impaired working memory are a few of the endophenotypes associated with this disorder (Braff and Freedman, 2002; Diefendorf and Dodge, 1908; Goldberg and Green, 2002). Sensory motor gazing deficits have been linked to event-related electroencephalogram (EEG) markers, which have also been observed in unaffected relatives (Adler et al., 1982; Siegel et al., 1984). This endophenotype has been linked to a locus on chromosome 15, which may predispose to schizophrenia (Freedman et al., 1997). Similar successes have been reported for other schizophrenia endophenotypes as well as other psychiatric disorders; highlighting the importance of this approach in psychiatry. Experimental approaches in rodents have been widely used to investigate translationally relevant endophenotypes including impulsivity, anxiety and behavioural flexibility, with tasks developed to make objective assessments in different species (Benzina et al., 2014; Bergeron et al., 2017; Dalley and Robbins, 2017; Iacono, 2018). The greater neural accessibility of rodents enables deeper mechanistic explanations of relevant behavioural phenomena. One difficulty of using endophenotypes in psychiatry is that rather than being disorder-specific, they can be observed across different disorders. However, given that it is now known that psychiatric disorders are highly heterogeneous and since diagnostic criteria for psychiatric disorders are moving towards dimensional psychiatry (a dimensional approach in psychiatry aiming to identify core mechanisms of mental disorders across nosological boundaries), they may be very useful in the future (Feczko et al., 2019; Hägele et al., 2015; Robbins, 2012). The development and use of animal models for investigating endophenotypes relevant for drug addiction and depression will be further discussed in this section.

1.5.1 Preclinical models of depression

Although big steps in the understanding of MDD have been made in the last decades, these findings have not yet led to ground-breaking treatment and prevention strategies. Endophenotypes may provide a promising avenue for future research, especially those that
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can be translated into animals, allowing in vivo investigations of the neural circuits involved. Relevant endophenotypes for MDD include anhedonia, affective bias, and behavioural despair (Der-Avakian and Pizzagalli, 2018; Goldstein and Klein, 2014; Pizzagalli, 2014). Negative processing bias is a key feature of MDD, as discussed in previous sections (Gotlib and Joormann, 2010). In recent years, a variety of tasks have been developed to measure this bias for use in humans and animals, for example, probabilistic discrimination, approach-avoidance, and ambiguous cue tasks (Bari et al., 2010; Clarke et al., 2015; Murphy et al., 2003; Papciak et al., 2013). Tasks investigating behavioural despair, which is related to symptoms of helplessness and hopelessness in MDD, have not seen as much overlap between rodents and humans. This is primarily because in rodents, the forced swim and tail suspension tests are employed, which reflect acute stress rather than chronic depression (Porsolt et al., 1977; Steru et al., 1985). Anhedonia is most commonly assessed via the sucrose preference test (SPT), for which the analogous sweet taste test in humans exists, although results in rodents and humans seem to diverge, highlighting the need for novel tasks to measure anhedonia (Dichter et al., 2010; Katz, 1982).

In rodents, a persistent depressive-like phenotype can be elicited by exposing experimental animals to uncontrollable, chronic physical or psychological stress (O’Leary and Cryan, 2013). This can be done via the so-called Repeated Early Maternal Separation (REMS) procedure (Vetulani, 2013). The first days of an animal’s life represent sensitive periods of development, as the experiences during this time shape cognitive, emotional, and physiological responses in adulthood (Kaffman and Meaney, 2007). Maternal care plays a critical role since it has a strong influence in the development of its offspring’s molecular neurobiology. In REMS, pups are separated from their mothers over a prolonged period of time, exposing them to significant stress resulting in long-term neurobiological consequences, for example decreased glucocorticoid mRNA expression in the medial prefrontal cortex and alterations in the monoamine systems (Holmes et al., 2005; Sánchez et al., 2001). A widely used method of doing this is separating the pups for 3 hours daily from the second to twelfth postpartum day (Vetulani, 2013). Studies involving REMS have additionally shown that maternal sensory input increases oxytocin levels and stimulates the development of spatial learning and memory (Kojima et al., 2012; Liu et al., 1997). Chronic stress over a prolonged period has been shown to result in depression-like symptoms, such as behavioural despair, blunted reward processing and negative affective bias (Willner, 2017). ‘Two-hit’ models of depression include an additional stressor, shortly after maternal separation or in adulthood. They are based on the idea that animals that have experienced ELS are more vulnerable towards additional stressors and that behavioural differences are only observed after the
second stress (Murthy and Gould, 2018). In this thesis, results from a ‘two-hit’ model of depression will be presented to investigate depressive-like phenotypes in rats.

Despite the promising directions animal research may offer, difficulties in translation from rodent to human research must be acknowledged. The OFC, dLPFC, vLPFC and ACC are key regions implicated in MDD (Pizzagalli and Roberts, 2021). However, the dl- and vlPFC have no analogous regions in rodents, and for other regions that do have a homologous area in rodents, it is unclear whether functional analogy is present. Furthermore, many functionally analogous tasks for rodents and humans are in the process of being developed, as existing tasks do not always fully map behaviours from rodents to humans and vice versa. These factors should be kept in mind when translating findings between species.

1.5.2 Preclinical models of SUD

In recent years, several behavioural traits associated with predisposition to drug addiction have been identified (Meyer-Lindenberg and Weinberger, 2006). These endophenotypes include impulsivity and novelty/sensation-seeking, the latter being defined as the tendency to pursue novel and intense emotional experiences (Ersche et al., 2010; Nigg et al., 2006; Zuckerman and Neeb, 1979). In humans, investigating causal relationships between these predisposing factors and substance use disorder is difficult. However, animal models make it possible to investigate these behavioural traits and their neurobiological basis, which are present prior to compulsive drug-seeking (Jupp and Dalley, 2014). Both impulsivity and novelty/sensation-seeking have been linked to various SUDs, including cocaine, heroin and alcohol use disorder (Maremmani et al., 2009; Moeller et al., 2002; Petry, 2001). As described previously, impulsivity can be subdivided into impulsive action and impulsive choice, which can be measured by tasks such as the Go/No-Go task and delay discounting task, respectively. Increased impulsive action has been found in alcoholics, cocaine abusers and methamphetamine abusers (Dick et al., 2010; García-Marchena et al., 2018; Monterosso et al., 2001). Impulsive choice has also been observed in alcoholics and cocaine abusers, as well as nicotine addicts (Bickel et al., 1999; Claus et al., 2011; Simon et al., 2007). In rats, choice impulsivity can predict high rates of cocaine self-administration and has been linked to reduced D2/3 receptor availability in the nucleus accumbens (NAc) (Dalley et al., 2007). This also applies to nicotine and alcohol administration (Diergaarde et al., 2008; Radwanska and Kaczmarek, 2012). Similar observations have been made with regards to impulsive action, which can predict greater alcohol and nicotine administration (Diergaarde et al., 2008; Oberlin and Grahame, 2009). Novelty-seeking has been observed in individuals diagnosed
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with SUD, and can predict drug use risk (Noël et al., 2011; Stephenson and Helme, 2006). Furthermore, animals that are high responders on sensation-seeking tasks have been found to self-administer stimulant drugs more than low responders (Marinelli and White, 2000).

Compulsive cocaine-seeking can be investigated in rodents via a variety of tasks, which have helped to gain an insight into the neurobiological and neurochemical basis of drug addiction. Compulsive cocaine-seeking can be assessed by a response-contingent self-administration of the drug, regardless of concurrent punishment (Jones et al., 2021). Variations of the self-administration paradigm exist, for example, drug delivery and foot-shocks can be concurrently delivered on a fixed-ratio 5 schedule of reinforcement, with an additional foot-shock given on the trial prior to drug delivery (Acosta et al., 2008). Alternatively, second-order schedules of reinforcement can be used, in which the reinforcer is paired with or without a foot-shock (Kelleher, 1958). Additionally, seeking-taking chain schedules can be used to assess compulsive drug-seeking, as they require animals to press a ‘seeking’ lever in order to gain access to a drug ‘taking’ lever, which results in the delivery of a drug. A mild foot-shock stress is introduced 50% of the time after the ‘seeking’ lever is selected (Pelloux et al., 2012). This is thought to reflect the uncertainty experienced during drug taking in humans. Various other paradigms have been developed for the purpose of investigating drug-seeking and drug-taking behaviours. In the following chapters, attention will mostly be focused on the fixed-interval (FI) 15 schedule of reinforcement.

1.6 Reinforcement Learning in Neuroscience and Psychiatry

In recent years, the use of computational modelling to support the study of neuroscience has become more popular, as computational models allow us to gain a new insight into latent mechanisms involved in processes such as reward learning and decision-making. A key issue in learning is how behaviour changes on a trial-by-trial basis in response to feedback, which is difficult to investigate using methods that do not involve computational modelling (Daw, 2009). These trial-by-trial computational analyses allow researchers to gain a more realistic and dynamic picture of the learning processes involved. In reward learning tasks such as bandit or reversal learning tasks, subjects select one of multiple available choices and get rewarded or punished for their response. When fitting a computational model, this information is collected on every trial, and is then fed into an algorithm, for example a reinforcement learning (RL) model. This model calculates the probability of selecting one
choice on the next trial based on previous choices and outcomes. RL is the process of learning how to act in order to achieve a goal, by taking into account previous rewards and losses with the aim of maximising overall rewards and minimising overall losses (Sutton and Barto, 1998). There are two types of RL: model-based and model-free. The former assumes an explicit model of the environment and the agent in that environment and describes the consequences of actions and outcomes in order to infer optimal policies (Huys et al., 2014). Model-free approaches do not include any explicit knowledge of the environmental dynamics or the outcomes of their actions, but instead evaluate their actions through trial-and-error learning. Through fitting model-free RL models, it is also possible to determine a number of free parameters for each subject independently. These parameters can include $\alpha$, the learning rate, which reflects how quickly the subject learns from previous trials; $\beta$, a parameter representative of the animal exploiting previous information versus exploring other choices; and $\kappa$, the autocorrelation, also known as the ‘stickiness’, reflective of the subject’s tendency to repeat a choice regardless of previous outcomes. These parameters frequently form the basis of such models, although there are other parameters that can be added or used to replace one of the aforementioned measures. The parameters included generally depend on the study design and the hypotheses set up by the experimenter, thus allowing flexibility to suit task demands.

Conventional analyses calculate performance metrics based on an average across all trials, without taking into account trial-by-trial learning dynamics. Therefore, neuroscientific and psychological tasks can greatly benefit from computational modelling. Moreover, these approaches make it possible to link the behavioural processes to neural responses such as the blood-oxygen-level-dependent (BOLD) signal. One example of the application of RL models to behavioural data and linking it to neural signals is from rats; multiple RL algorithms were compared to identify the model that could predict choice sequences generated on a conditional free-choice task the best, and the winning model was linked to neural activity in the NAc and ventral pallidum (VP) (Ito and Doya, 2009). The study found that the main role of the NAc and VP is to monitor information required for updating choice behaviours. In an additional study, neurons in the dIPFC were found to represent a monkey’s past decisions on a free-choice task and reflected signals necessary to update expected reward estimates (Barraclough et al., 2004). These studies demonstrate the importance of computational modelling in neuroscience and how it can help gain a better understanding of decision-making and learning.

The phasic firing of dopaminergic midbrain neurons has been linked to the prediction error, a key component of the model-free RL update equation (Schultz and Romo, 1990).
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Prediction errors represent the difference between expected and observed outcome. The magnitude of a positive prediction error is reflected in the magnitude of the phasic dopamine-neuron bursts (Schultz et al., 1997). Excessive DA signalling is thought to result in a shift from model-based to model-free decision-making and involves cortico-basal ganglia-thalamo-cortical (CBGTC) loops (Huys et al., 2014; Maia and Frank, 2011; Robbins, 2012). This idea is relevant for the study of psychiatric disorders, as such a shift may underlie the transition from occasional recreational drug use to compulsive drug use, also reflecting a shift from goal-directed to habit-based behaviour (Huys et al., 2014). Disturbances of the dopaminergic system and CBGTC circuits also play an important role in other psychiatric and neurological conditions. For example, an imbalance between goal-directed and habit-based behaviour has been proposed for OCD and has been linked to dysfunction of orbitofrontal-striatal circuitry (Gillan et al., 2011; Gillan et al., 2014). ADHD is thought to involve a hypofunctioning dopaminergic system, reflecting excessive discounting of delayed rewards and executive dysfunction, which are prominent in this disorder (Frank et al., 2007; Sonuga-Barke, 2005). Discounting reflects the degree to which the value of future reinforcers declines relative to immediate ones. Tonic DA in the VS, which tracks changing reward values, is proposed to mediate the discount factor and reduced tonic DA in this area may explain the smaller discount factor in ADHD (Smith et al., 2005; Wang et al., 2021). Additionally, schizophrenia involves excessive DA signalling in the striatum and reduced DA in the PFC (Guillin et al., 2007). One theory of schizophrenia proposes that psychosis arises due to abnormal prediction errors, which are mediated by phasic DA signalling, resulting in inappropriate associations, causal attributions, and attentional salience (Corlett et al., 2007). In summary, computational RL accounts can help to build models of brain dysfunction in neurological and psychiatric disorders and gain additional insights into these diseases.

1.6.1 Neural basis of RL

Regions involved in RL are widespread across the brain. Neural signals reflecting reward expectancy can be separated into those reflecting action value and those that reflect state value (Lee et al., 2012). Neural activity related to action value has been found in the posterior parietal cortex (PPC), dlPFC, premotor cortex, mPFC and striatum (Kim et al., 2012; Lau and Glimcher, 2008; Pastor-Bernier and Cisek, 2011; Platt and Glimcher, 1999; Seo and Lee, 2007). During binary-choice tasks, the sum of action value functions for two choices represents the state value function (Lee et al., 2012). Signals for state and action values co-exist in the PPC and DS (Cai et al., 2011; Seo et al., 2012). Neurons solely representative
of state value are located in the VS, ACC, and amygdala (Belova et al., 2008; Cai et al., 2011; Seo and Lee, 2007). Post-decision state value functions have been associated with activity in the OFC, mPFC, dIPFC and striatum (Kim and Lee, 2011; Lau and Glimcher, 2008; Sul et al., 2011). Multiple areas are also implicated in the neural mechanisms for updating value functions, as would be required during a reversal learning task. Animals whose OFC is lesioned struggle to update their choices when reward contingencies are switched on such tasks (Fellows and Farah, 2003; Iversen and Mishkin, 1970). Neural signals to animal’s previous choices have been recorded in the PFC and PPC in monkeys as well as in the frontal cortex and striatum of rodents (Barraclough et al., 2004; Fecteau and Munoz, 2003; Kim et al., 2007). Midbrain DA neurons were the first area reflecting prediction errors to be found (Schultz et al., 1997). However, other areas have been implicated since, such as the lateral habenula, globus pallidus, dIPFC, ACC, OFC, and striatum (Kim et al., 2009; Seo and Lee, 2007; Sul et al., 2010). Signals representative of chosen values are also observed in the mPFC, OFC and striatum (Kim et al., 2009; Lau and Glimcher, 2008; Sul et al., 2010). Therefore, it seems likely that the OFC and striatum, where both reward prediction errors and the chosen value signals co-exist, are important for updating value functions (Lee et al., 2012).

Not much is known about the neural basis of RL parameters such as $\alpha$, $\beta$ and $\kappa$, although a few studies in animals have identified potential mechanisms mediating these measures. The learning rate $\alpha$ is adjusted based on the level of uncertainty in the subject’s immediate environment (Lee et al., 2012). Highly volatile environments require large learning rates in order to update value functions quickly, and they should be low when the environment is mostly stable. The level of volatility has been shown to be represented by activity in the ACC, suggesting that the learning rate is also modulated by this area (Behrens et al., 2007). The lateral PFC, OFC and amygdala show increased activity when making decisions under uncertainty, and therefore may also be involved in updating the learning rate (Hsu et al., 2005; Huettel et al., 2006). In rodents, reward learning rates are reduced following inactivation of the prelimbic cortex (PrL) and lateral OFC (IOFC) (Verharen et al., 2020). Inactivation of the PrL and infralimbic cortex (IL), as well as the lateral and medial OFC impacted punishment learning rates. Stimulus stickiness $\kappa$ was reduced following inactivation of the IL and mOFC; $\beta$ was unaffected by any inactivations of prefrontal cortical subregions. Therefore, it appears that the OFC, amygdala and some PFC regions are key to reward and punishment learning, and the mOFC and PFC areas are necessary for modulating $\kappa$. However, the exact circuits involved remain unknown and require further investigation.
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1.6.2 RL in MDD

As mentioned previously, MDD is not uniquely a mood disorder, but also a disorder associated with dysfunctional decision-making and cognitive function (Gotlib and Joormann, 2010; Must et al., 2013). More recently, it has become evident that dysfunctional reinforcement learning is a key feature of MDD (Chen et al., 2015). This has been demonstrated by poor performance on the IGT, which relies on RL (Must et al., 2013). Performance on signal-detection tasks is also impaired, as MDD patients tend to know show a bias towards rewarded choices, which is not present in healthy individuals (Pizzagalli, 2014). The striatum and mPFC are both involved in RL, and these regions have shown altered responsivity in MDD during monetary anticipation and monetary outcomes (Steele et al., 2007; Zhang et al., 2013). Generally, MDD has been associated with hyposensitivity to reward and hypersensitivity to punishment, representing an imbalance between reward and punishment learning (Dombrovski et al., 2013; Steele et al., 2007). Neurally, MDD patients unresponsive to antidepressant treatments show a decreased reward prediction error (RPE) signal in the VS and dorsal ACC, as well as an increased RPE signal in the ventral tegmental area, rostral ACC, hippocampus and retrosplenial cortex (Gradin et al., 2011). Reduced signal following RPE in the striatum and midbrain was observed to be positively correlated with anhedonia. Moreover, MDD patients demonstrate a reduced signal when tracking reinforcement expected valued in the hippocampus and parahippocampal gyrus. The literature on how the reward and punishment learning rates are altered in MDD is still inconclusive, with some reports suggesting decreased reward and punishment learning rates, and some studies finding no effects (Chase et al., 2010; Gradin et al., 2011; Mukherjee et al., 2020). In summary, it is evident that RL processes are significantly impaired in depression, even though the exact mechanisms and effects are not entirely understood.

1.6.3 RL in SUD

It is thought that patients with SUDs have altered incentive salience to reward, which is related to higher reward properties of drugs due to alterations in mesolimbic DA signalling (Robinson and Berridge, 1993; Volkow et al., 2004). Due to the hyperactivity of the reward circuit, motivation and memory circuits are overactive and result in decision-making impairments. Reward circuits, which include the ventral tegmental area, amygdala, and OFC, are known to be permanently changed due to substance abuse (Koob and Le Moal, 2001; Volkow et al., 2004). Electrophysiological studies have highlighted deficits in salience detection in drug abusers. For example, event-related potentials related to DA production and
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evaluation of salient information is increased in alcoholics, smokers, methadone-dependent individuals, and cocaine addicts (Iacono et al., 2002; Polich, 2007; Warren and McDonough, 1999). This signal is enhanced in response to drug-related cues but is reduced when non-drug-related cues are presented (Baskin-Sommers and Foti, 2015). Computational modelling of reversal learning task data has revealed increased stimulus stickiness $\kappa_{stim}$ in SUD, as well as reduced reward learning rates (Kanen et al., 2019). The DA D2/3 receptor agonist pramipexole and DA D2/D3 receptor antagonist amisulpiride reduced stickiness and increased the reward learning rate, suggesting that these mechanisms are in part mediated by the DA system. Overall, it is observed that the reward systems and RL mechanisms are substantially altered in SUD, highlighting the importance of understanding RL in this patient sample better.

1.7 Thesis hypotheses and objectives

Broadly, this thesis will investigate how behavioural RL processes are altered in different psychiatric disorders, with a particular focus on depression and substance use disorder. Moreover, the neural basis underlying behavioural RL changes will be explored using neuroimaging techniques, and a novel insight into cognitive flexibility will be given via a newly developed behavioural task. Given the importance of RL, cognitive flexibility and decision-making in psychiatry and the lack of knowledge of the neural correlates underlying these processes, this thesis aims to contribute to our understanding of these topics. Computational modelling and neuroimaging approaches are used across two species: rats and humans. This project has benefitted from data availability from multiple sources in these two species, making it possible to translate these findings between them and build novel translational bridges. A common theme throughout this thesis will be the use of tasks measuring cognitive flexibility. In the first four chapters, the reversal learning task will be used. Data from this paradigm will be analysed using RL models in these four chapters. Additionally, the first three chapters contain structural and/or functional neuroimaging data, enabling the exploration of the neural basis of extracted RL parameters. In the last results chapter, a novel flexibility task will be presented. This will also include the analysis of both behavioural and task-based fMRI data, once again making it possible to link the two together.

In chapter 3, a number of important questions in relation to the REMS paradigm in rodents will be addressed. Data from a longitudinal study involving behavioural testing and neuroimaging acquisition throughout development is explored. Half of the rat cohort was exposed to REMS in adolescence, and all rats underwent repeated shock stress in adulthood.
The behavioural effects of REMS and repeated shock stress are investigated, with a particular focus on the probabilistic reversal learning task. Data from this task is analysed using a variety of models, including RL, Bayesian Learner and Drift Diffusion Models. Structural and functional MRI scans are compared between the different groups in order to identify differences in brain structure and connectivity arising from these interventions, as well as sex differences. To the best of my knowledge, this is a unique dataset as it consists of different data types, allowing the exploration of the link between RL parameters and functional connectivity in rats. This provides a unique insight into the neural processes underlying RL parameters and how they are affected as a result of early life and adulthood stress. Moreover, since only few previous studies included both male and female rats, this enables the exploration of sexual dimorphism in relation to stress and depressive-like phenotypes, which is highly relevant to the study of MDD. It was hypothesised that the reward learning rate would be decreased and the punishment learning rate would be increased in both male and female rats resulting from REMS and adulthood stress, since it is thought that MDD patients have an altered balance in reward processing, with hyposensitivity to reward and hypersensitivity to punishment. ELS and chronic stress both lead to alterations in these parameters, and it was expected that they would have an additive effect. Moreover, it was predicted that females would have stronger impairments in these two parameters resulting from the interventions, since they are more susceptible to the effects of stress (Kendler and Gardner, 2014; Kessler, 2003). Neurally, it was hypothesised that the amygdala would show altered connectivity to cortical areas, specifically the mPFC, since this has previously been observed in patients with MDD, as well as rats and humans that have been exposed to ELS. A further hypothesis is that the OFC would be associated with RL parameters, particularly reinforcement sensitivity, due to its involvement in valuation and outcome estimation.

In chapter 4, another dataset from rodents is presented. This study is also longitudinal, involving behavioural testing and brain scans throughout adolescence and adulthood prior to a cocaine self-administration paradigm. These data allow the investigation of the following questions: 1) what are the behavioural changes that define low-, medium- and high-compulsive rats, and could any behavioural markers be used to identify predisposition to high-compulsive drug-taking?, 2) are there any structural brain markers of high-compulsive animals?, 3) how is RL affected by compulsivity?, and 4) can structural changes be linked to RL parameter differences? Based on previous studies, it was hypothesised that high-compulsive animals would have greater values of the stickiness parameter $\kappa$, which would also be reflected in increased perseverative responding as extracted using conventional analyses. Structurally, volumetric differences in the ventral striatum were expected since this is a...
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key area for reward processing and has been shown to be altered in disorders of addiction. Similarly to the previous chapter, it was expected that RL parameters would be correlated with OFC volume.

The subsequent chapters present analyses from human data. Chapter 5 includes data from a study involving behavioural testing using the PRL task in an fMRI scanner. The participants in this study include control subjects, as well as individuals with cocaine use disorder and gambling disorder. This makes it possible to investigate the behavioural processes underlying these two compulsive disorders in humans and relate the observations to those reported in rodents in chapter 4. Further, through the task-based fMRI data, the behavioural processes can be linked to timeseries BOLD data, identifying any changes in functional connectivity between the different groups and discovering which brain mechanisms underlie RL parameters. Similarly to rats, it was expected that the GD and CUD groups would have higher values of stickiness, regardless of whether it was stimulus- or side-dependent, as well as increased perseverative responding as measured conventionally. It was hypothesised that increased value-free responding would be reflected via altered activity in the dorsal striatum and mPFC, which from part of the putative habit-based system.

Chapter 6 includes data from a naturalistic sample of patients with SUD and/or MDD as well as healthy individuals. It contains behavioural and clinical data from each of the participants. This allows the exploration of RL in a human sample of patients with MDD and makes it possible to link the findings made in rodents to human data and find out whether these are translatable. The hypothesis was that participants with MDD would have reduced reward and increased punishment learning rates, whereas participants with SUD would have greater \( \kappa \) values. On conventional measures, it was expected that the SUD group would exhibit greater perseveration and the MDD group would show lower win-stay and greater lose-shift behaviours. Patients with both diagnoses were expected to have a combination of altered learning rates and increased stickiness rates.

The final results chapter presents a novel behavioural task that measures a different subtype of proactive cognitive flexibility, specifically, how healthy participants make decisions in the face of uncertainty and whether they shift their response when they are given the opportunity to repeat their choice. This task reflects greater ecological validity than other commonly used tasks measuring cognitive flexibility. Task-based fMRI data was collected from these participants whilst they were completing the task. The main questions addressed in this chapter are: what are the behavioural mechanisms underlying decision-making when information in the environment is uncertain? Do they rely more on their own choices that were taken on previous trials or on the feedback they are presented with? What are the
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regions and circuits involved in shifting versus repeating a choice? These results can provide a novel perspective on cognitive flexibility, which is relevant for the study of psychiatric disorders. The following hypotheses were set up: 1) participants would shift more after their response was incorrect and feedback was negative and repeat their choice if their response was correct and feedback was positive; 2) response shifting was expected to be linked to activity in the ACC and SFG, due to their involvement in error monitoring, the anterior insula, as it is important for salience detection and the striatum, because it is required for behavioural inhibition and adjustments; 3) the task would measure a thus far unexplored aspect of cognitive flexibility, which would be accompanied by partially overlapping but also diverging neural substrates. It was expected that there would be more frontopolar activations due to the volitional nature of the task.

In summary, this thesis will aim to uncover the behavioural and neural changes associated with cognitive flexibility, with a particular focus on RL, across depressive disorders and disorders of compulsivity. Value-free behaviours are a key topic throughout the thesis, as it can be represented by the $\kappa$ parameter in RL and can be separately studied through the novel task that will be presented. Specifically, it will be investigated how value-free responding is altered due to various interventions in rats and different diagnoses in humans. This will be achieved using a variety of neuroscientific methods, including computational modelling, neuroimaging and translating findings from rodents to humans.
Chapter 2

General methods

2.1 Rats

2.1.1 Reinforcement learning modelling

A Q-learning model is a model-free type of Reinforcement Learning (RL) algorithm (Daw, 2009). Different variations of the Q-learning model were fit to reversal learning task data from rats. The inputs to the model were the choice the animal had taken on each trial (either left or right stimulus), and whether the animal received a reward or not. In the two studies presented here, the rodent paradigm included either two white square stimuli presented on a touchscreen or two levers. Therefore, the animals had to learn to discriminate based on location, rather than discriminate between two different stimuli.

The Q-learning models fitted to the data were based on the following equation:

\[ Q_{t+1}(c_t) = Q_t(c_t) + \alpha (r - Q_t(c_t)) \]  

(2.1)

Where \( Q_{t+1}(c_t) \) is the expected value of the stimulus on the next trial, \( Q_t(c_t) \) is the previously expected value of the choice taken on the current trial \( (c_t) \), \( \alpha \) is the learning rate and \( r \) is the reward received on the current trial. \( r - Q_t(c_t) \) is also known as the prediction error. Higher values of \( \alpha \) represent faster adjustment of a stimulus’ Q-value based on the prediction error. The Q-value is updated on a trial-by-trial basis.

The probability of choosing a stimulus given the Q-values for each option is calculated using the softmax decision rule:

\[ P(c_t = L|Q_t(L), Q_t(R)) = \frac{\exp(Q_t(L)/\beta + \kappa L_{t-1})}{\exp(Q_t(L)/\beta + \kappa L_{t-1}) + \exp(Q_t(R)/\beta + \kappa R_{t-1})} \]  

(2.2)
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Where $Q_t(L)$ and $Q_t(R)$ are the Q-values of the left and right stimuli, respectively. In this example, the probability of choosing the stimulus on the left side is determined. $\beta$ is the inverse temperature parameter, which can be interpreted as whether the animal exploits the information it has gained on the current trial (low $\beta$), or whether it explores the other options (high $\beta$) (Zhukovsky et al., 2019). $\beta$ can also be interpreted as the value or reinforcement sensitivity (Huys et al., 2013). The $\alpha$ parameter was set to take values between 0.001 and 1, whereas the $\beta$ parameter could take values between 0.005 and 5 (Daw, 2009). $\kappa$ is the autocorrelation parameter, also known as ‘stickiness’ and represents the tendency to select the same choice regardless of reinforcement outcome of a given stimulus on previous trials. The step sizes for the $\alpha$ parameter were set to 0.05, whereas for $\beta$ they were set to 0.15. $L_t-1$ and $R_t-1$ indicate whether the left or right stimulus was selected on the previous trial and take values of 1 or 0, depending on whether that side was chosen or not. $\kappa$ could take values between -1 and 1 and had a step size 0.1. A grid-search algorithm tested all the possible parameter combinations for each animal and each session in order to determine the optimal parameter combination for the given set of trials in a session. The step size determines which values within the constrained parameter space will be used in the grid search.

Next, the probability of observing the sequence of actions in data $D$ as observed in the reversal learning task given the model $M$ and parameters $\theta$ is calculated using the product of probabilities:

$$P(Data\ D \mid Model\ M,\ parameters\ \theta) = \Pi P(c_t = L\mid Q_t(L), Q_t(R))$$ (2.3)

After this, the free parameters are fit to achieve the maximum likelihood of the probability density function of data $D$:

$$\argmax P(D \mid M, \theta)$$ (2.4)

There are multiple variations of this model, five of which were tested.

1. 3-parameter model as described above, including $\alpha$, $\beta$ and $\kappa$ parameters.

2. 2-parameter model with no $\kappa$ term
   This model is the same as described above but without a $\kappa$ parameter.

3. 4-parameter model with two $\alpha$ terms
   This model introduces two separate learning terms for $\alpha$, one for rewarded trials ($\alpha_{rew}$)
and one for non-rewarded trials ($\alpha_{\text{non-rew}}$). The Q-value is updated as seen in equation (2.1). The learning rate representing either reward or non-reward is chosen based on whether the action was rewarded or not.

4. 3-parameter model with a ‘forgetting’ mechanism and reward/aversion sensitivity

In this variation of the model, $Q(c_t)$, the value of the chosen side, is updated similarly to equation (2.1):

$$Q_{t+1}(c_t) = Q_t(c_t) + \alpha \ast (\mu_1 \ast r - Q_t(c_t))$$

However, the Q value of the non-chosen stimulus in this model is also updated according to equation (2.6):

$$Q_{t+1}(c_t) = Q_t(c_t) - \alpha \ast (\mu_2 \ast r - Q_t(c_t))$$

This introduces a ‘forgetting’ mechanism for the non-chosen stimulus, in which $\alpha$ is used to update the Q-value of the chosen stimulus is equal to the $\alpha$ in the Q-value function of the non-chosen stimulus (Barraclough et al., 2004; Ito and Doya, 2009). This model does not include the $\beta$ and $\kappa$ parameters in the softmax function, but instead has two separate terms, reward sensitivity ($\mu_1$) and aversion sensitivity ($\mu_2$) in the update equation. This model was included because it has been reported to provide excellent model fit due to the additional ‘forgetting’ term.

5. 4-parameter model with a ‘differential forgetting’ mechanism

This model is the same as model number 4 containing a ‘forgetting’ term, except that in this variation, there is a separate $\alpha$ term for the Q-value function of the non-chosen stimulus, the $\alpha_{\text{for}}$ parameter.

$$Q_{t+1}(c_t) = Q_t(c_t) - \alpha_{\text{for}} \ast (Q_t(c_t))$$

These models were implemented in MATLAB R2019b (Mathworks) using the Q-learning code for a two-choice reversal learning task from (Zhukovsky, 2015b) as a template.

### 2.1.2 Bayesian Learner modelling

A further method of modelling how an animal’s expectations are updated is with an update rule based on Bayes’ Theorem (den Ouden and O’Reilly, 2015; Zhukovsky, 2015a).
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At the beginning of each set of trials, it is assumed that the prior distribution function $P(q_t)$ is uniform ($y=0.5$). On every trial, the posterior distribution for each stimulus is updated according to the following equation:

$$P(Q_t(L) | S_t) = ((1 - H) * P(S_t | Q_t(L))) * P(q_t) + (H * P(q))$$  \hspace{1cm} (2.8)

Where $S_t$ is the reward sequence up to the current trial, $H$ is the Hazard rate, $P(S_t | Q_t(L))$ is the likelihood of the reward sequence given the Q-values for the stimulus, $P(q_t)$ is the prior distribution, which is also equivalent to the posterior from the previous trial due to a Markovian dependency, and $P(q)$ is the uniform prior distribution from the beginning of the session. The prior distribution can be defined as the animal’s reward expectation at the beginning of the trial, whereas the posterior distribution is the reward expectation at the end of the trial. The probability of choice $c_t$ on the next trial is then determined using the softmax function as in equation (2.2), which includes the free parameters $\beta$ and $\kappa$. The third free parameter in this model is the Hazard rate ($H$), and it determines how much the posterior changes based on the data-driven likelihood versus how much it depends on the uniform prior distribution (Zhukovsky, 2015a). A low hazard value indicates that the rat learns more from outcomes on previous trials than the prior distribution. This means that the rat adjusts more quickly to contingency changes, however, it also makes its choices less robust in response to random perturbations. The subsequent steps are identical to the ones described in the previous section for the Q-learning model.

Two additional variations of the Bayesian Learner (BL) model were fit to the data:

1. Varying memory size
   It was possible to explore the effect of changing the number of trials the model has access to when calculating the likelihood, by increasing the memory size parameter $M$. In the instance where $M=1$, the likelihood distribution follows a Bernoulli distribution. Otherwise, it is reflected in a binomial distribution. Memory Sizes between 1 and 10 were tested to identify whether this improved model performance.

2. Flexible priors
   In this model, flexible priors were employed to see whether this improved model fit. Compared to models one and two, where the prior distribution was uniform, in this model the prior distribution was biased towards either stimulus, which could be implemented using a beta function. This function has a higher probability density on either side of the function, reflecting a bias towards the right or the left.
These models were implemented in MATLAB R2019b (Mathworks) using the Bayesian Learner code for a two-choice reversal learning task from (Zhukovsky, 2015a) as a template.

### 2.1.3 Model comparison

Model comparison of the models that were fit to the data was done using the following three measures:

1. **Log-likelihood Ratio (d)**

   \[
   d = 2 \times [\log P(D | M_2, \hat{\theta}_{M_2}) - \log P(D | M_1, \hat{\theta}_{M_1})]
   \]  

   Where \( M_1 \) and \( M_2 \) are the two models being compared, \( D \) is the sequence of data points, and \( \hat{\theta} \) are the best fit parameters for each respective model.

   \( P(D | M_1, \hat{\theta}_{M_1}) \) represents the probability of data sequence \( D \) given the best fit parameters for the model. This measure compares two models given the respective likelihood of data sequence \( D \) and the best fit parameters for that model (Wu and Rao, 2006).

2. **pseudo \( r^2 \)**

   \[
   pseudo \ r^2 = \frac{\log P(D | M, \hat{\theta}_M) - 0.5^n}{0.5^n}
   \]  

   where \( n \) represents the number of trials. This measure contrasts the probability of observing the data with the chosen parameters to observing the data at random. It does not penalise overfitting (Cameron and Windmeijer, 1997).

3. **Bayesian Information Criterion (BIC)**

   \[
   BIC = \log P(D | M) \approx \log P(D | M, \hat{\theta}_M) - \frac{n}{2} \log m
   \]  

   In this equation, \( n \) is the number of free parameters, and \( m \) represents the number of observations or in our case, trials. The BIC penalises large numbers of parameters in order to combat overfitting (Draper and Smith, 1981).
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Based on these measures, the best models were selected for further analysis. All three measures were used to identify the best fitting model. The higher the value of the log-likelihood, the better the model fits a dataset. The significance threshold for comparing two models is 3.842 for $p=0.05$. Therefore, if the log-likelihood ratio crosses this threshold, the model with the higher log likelihood value is better fitting. Higher pseudo $r^2$ values also indicate better model fit, although no significance threshold needs to be reached. When using the BIC for model comparison, the lower BIC value indicates better model fit, unlike the other two measures. These values are calculated for every subject and for every session the subject completed, and the percentage of sessions/animals which favour one model over the animal is calculated. The model with the highest percentage of sessions/animals is selected as the winning model.

2.1.4 Drift Diffusion Modelling

The Drift Diffusion Model (DDM) can be used to model the cognitive processes involved in a two-choice task, such as a reversal learning task (Ratcliff and McKoon, 2008). It is a model of sequential sampling with diffusion signals, in which the subject accumulates evidence until a boundary is hit (Fudenberg et al., 2020). Once the boundary is hit, the choice corresponding to it is chosen. This process is shown in Fig 2.1. The starting point is labelled $z$, which we will refer to as $\beta$ and the boundary separation is $a$, which we will label $\alpha$, respectively. The information accumulation rate is known as the drift rate $v$ or $\delta$. There is also a parameter representing the non-decision time $t_0$ ($\tau$). This model requires information on which stimulus the subject has taken on each trial and the reaction time for that trial. The data was modelled using the HDDM python toolbox, which uses hierarchical Bayesian parameter estimation of the DDM (Wiecki et al., 2013). A more detailed explanation of hierarchical Bayesian estimation of parameters can be found in section 2.2.1.
A graphical representation of the DDM, including the starting point $z$, boundary separation $a$ and drift rate $v$. The non-decision time is also shown. From (Murata et al., 2014).

2.1.5 Conventional analysis of reversal learning task data

The study designs and detailed information on data collection are described in the respective chapters, as data from different studies were used. Conventional reversal learning measures, such as win-stay and lose-shift behaviour, were calculated for the reversal learning data from these studies. This was done for both the deterministic and probabilistic versions of this task. For the probabilistic reversal learning task, win-stay and lose-shift measures were calculated for previously correct and incorrect trials, separately (i.e., win-stay after a previously correct trial, lose-shift after a previously correct trial, win-stay after a previously incorrect trial and lose-shift after a previously incorrect trial). Additionally, the number of trials to reach a reversal (trials to criterion), the proportion of correct responses and number of perseverative responses were calculated. The number of perseverative responses was measured by the number of times the animal would select the same stimulus after a contingency reversal and before pressing the correct stimulus (Jentsch et al., 2002). Win-stay behaviour was calculated as the percentage of trials during which the animal selected the same stimulus as on the previous trial if the previous trial was rewarded. Lose-shift, on the
other hand, was the percentage of trials during which the animal shifted its response to the other stimulus after not receiving a reward on the last trial.

2.1.6 Rodent image pre-processing

First, the structural and functional scans had to be manually aligned with a template image in standard orientation. Next, magnetisation transfer (MT), proton density (PD) and T1-weighted structural scans were bias-corrected and rigidly registered using SPMMouse (Sawiak et al., 2013), which runs via the Statistical Parametric Mapping software (SPM8) (Friston et al., 1994). Study-specific templates for each time point were generated using Diffeomorphic Anatomical Registration using Exponential Lie algebra (DARTEL) in SPMMouse (Ashburner, 2007). MT scans were selected for further analysis and fMRI registration, as they had the highest contrast and best quality.

The resting-state fMRI images were pre-processed using the FMRIB Software Library (FSL) and the Analysis of Functional NeuroImages software (AFNI) (Cox, 1996; Smith et al., 2004). As a multi-echo gradient echo sequence with three echoes was used, every three volumes were averaged and the scans were subsequently bias-corrected in FSL (fast) (Zhang et al., 2001). Next, the functional scans were slice-timing corrected (slicetimer, FSL) and despiked (3ddespike, AFNI) (Cox, 1996; Smith et al., 2004). The first 5 volumes were discarded to only include steady-state volumes. The scans then underwent motion correction (3dvolreg, AFNI) (Cox, 1996). Motion outliers were identified using dvars as a metric (fsl_motion_outliers) (Smith et al., 2004). Dvars is defined as the spatial standard deviation of successive difference images (Afyouni and Nichols, 2018). The volumes in which motion exceeded the box-plot cut-off were censored, however, this was only the case for 1% of total volumes (Smith et al., 2004). The voxel sizes of functional scans were then multiplied by 10 to be comparable to human voxel dimensions, which is required for FSL registration tools to work in the intended manner (Bajic et al., 2017).

Functional scans were co-registered to structural scans using 6 DOF affine registration (FLIRT, FSL) (Jenkinson and Smith, 2001). MT structural scans were non-linearly registered to the study-specific template (FNIRT, FSL) (Smith et al., 2004). The functional scans were warped into common template space using the warp field computed by FNIRT. This was done after applying the pre-transform using the affine matrix from FLIRT (applywarp) (Smith et al., 2004). Resulting images were high-pass filtered (100s) and smoothed using a full width at half maximum (FWHM) of 1.7 mm (fslmaths, FSL) (Smith et al., 2004). Quality checks
were conducted by assessing the estimated mean displacement and a visualising registration efficacy. Examples of how the quality checks were conducted can be found in the Appendix.

### 2.1.7 Structural analysis

Following normalisation of MT images to the study-specific brain template, segmentation of cortical and subcortical structures was achieved using the rat brain atlas, which contains the masks for all rat brain structures (Valdés-Hernández et al., 2011). The volumes of all structures from the atlas were calculated for each animal at each time point (*fslstats*, FSL) (Smith et al., 2004). The volumes for each ROI and each animal were adjusted for the total brain volume.

### 2.2 Humans

#### 2.2.1 Reinforcement learning modelling using a hierarchical Bayesian approach

Seven different RL models using a hierarchical Bayesian approach were fitted to the human probabilistic reversal learning task data. All trials from the PRL tasks were used by the models and information on the subject ID, patient group, stimulus location, type of stimulus, response of the subject and whether the subject received a reward or not was also included. The hierarchical Bayesian inference was implemented using Stan (Stan Development Team, 2022). The top level of the hierarchy included a group-specific distribution for each RL parameter. In the next level, the RL parameters for each subject were drawn from a normal distribution that had a mean of the group from the highest level and whose variance represents inter-subject variability for that parameter. This allows the algorithm to select a combination of RL parameters for a set of trials, which in turn are used to govern an RL model trained by the sequence of stimuli and reinforcement. The highest density interval (HDI) was determined, which is the narrowest interval that contains a certain percentage of the sample values (e.g., 95%) (Kruschke, 2014).

The seven models explored were the following:

1. This model had two parameters: $\alpha$ and $\beta$. The Q-value was updated as shown in equation (2.1), which was then used to calculate the probability of each choice using the softmax decision rule, as in equation (2.2).
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2. This model was similar to model 1, however, it also included a stimulus stickiness parameter $\kappa_{stim}$. This parameter represents the tendency to respond to the same stimulus as on the previous trial, irrespective of its location and of outcome (i.e. whether it was rewarded or not).

3. This model was similar to model 1, but it contained two learning rates, one for rewarded trials $\alpha_{rew}$ and one for non-rewarded, or punished, trials $\alpha_{non-rew}$.

4. Additionally to the parameters described in model 3, this model also contained a side stickiness parameter $\kappa_{side}$, which is the tendency to choose the same side as on the previous trial when responding.

5. As in model 4, there was a stickiness parameter, however, side stickiness was replaced with stimulus stickiness $\kappa_{stim}$.

6. In this model, both side and stimulus stickiness, $\kappa_{side}$ and $\kappa_{stim}$, were added, resulting in five parameters.

7. The Experience-Weighted Attractor Model (EWA) (Camerer and Ho, 1999)
   This model compares the value of incoming information against one’s beliefs. The model contains an experience weight for each stimulus, which modulates learning from reinforcement and is updated whenever that stimulus is chosen. Over time, it changes according to a decay factor. Similarly to previous models, there is still a $\beta$ parameter in the softmax function. This model makes it possible for the learning rate to change over time.

   The hierarchical Bayesian method was applied to the human data as there has been a move towards using this approach in the literature, rather than using a grid-search approach. However, this modelling approach does not allow an in-depth analysis of how parameters change across sessions. As this is not relevant for human experiments, but very important in rodent experiments, this method was only used for human data.

   Table 2.1 shows a summary of the priors for the respective parameters. Model fitting was done using Hamiltonian Markov Chain Monte Carlo sampling via Stan 2.17.2 (Carpenter et al., 2017). The potential scale reduction factor measure $\hat{R}$ was using to ensure convergence (Brooks and Gelman, 1998; Gelman, 2013). When the $\hat{R}$ is close to 1 it indicates perfect convergence. A value of below 1.2 is used as a cut-off for convergence, and a cut-off of 1.1 is used as a stringent criterion for convergence (Brooks and Gelman, 1998). A cut-off of 1.1 was selected.
Model comparison was done with a bridge sampling estimate of the marginal likelihood via the “bridgesampling” R package (Gronau et al., 2017; Gronau et al., 2020). This method estimates the marginal likelihood and posterior probability of each model based on the data and prior model probabilities.

The computational modelling was done with the help of Dr Rudolf Cardinal and his scripts. The procedure used is similar to what is described in (Kanen et al., 2019).

<table>
<thead>
<tr>
<th>Prior</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta(1.2, 1.2)</td>
<td>den Ouden et al., 2013</td>
</tr>
<tr>
<td>Beta(1.2, 1.2)</td>
<td>den Ouden et al., 2013</td>
</tr>
<tr>
<td>Beta(1.2, 1.2)</td>
<td>den Ouden et al., 2013</td>
</tr>
<tr>
<td>Beta(1.2, 1.2)</td>
<td>den Ouden et al., 2013</td>
</tr>
<tr>
<td>Beta(1.2, 1.2)</td>
<td>den Ouden et al., 2013</td>
</tr>
<tr>
<td>Beta(1.2, 1.2)</td>
<td>den Ouden et al., 2013</td>
</tr>
<tr>
<td>Gamma(α=4.82, β=0.88)</td>
<td>Gershman, 2016</td>
</tr>
<tr>
<td>Normal(0,1)</td>
<td>Christakou et al., 2013</td>
</tr>
<tr>
<td>Normal(0,1)</td>
<td>Christakou et al., 2013</td>
</tr>
<tr>
<td>Normal(0,1)</td>
<td>Christakou et al., 2013</td>
</tr>
<tr>
<td>Gamma(α=4.82, β=0.88)</td>
<td>Gershman, 2016</td>
</tr>
</tbody>
</table>

### 2.2.2 Simulation of data using model parameters

In order to find out whether the winning model was capable of reproducing the behavioural observations, the data were simulated using the posterior group mean parameters from the winning model, followed by a conventional PRL analysis as described in section 2.1.5. For every group, data for 100 participants was simulated. Inter-subject variability in parameters was not included in the simulation, as the aim of this analysis was to figure out whether the winning model is sufficient to reproduce the behavioural measures on a group level.

### 2.2.3 Reinforcement learning-drift diffusion model

To analyse choice dynamics underlying behaviour on the reversal learning task in more depth, the novel reinforcement learning-drift diffusion model (RL-DDM) was fitted to the data. In this model, the softmax decision rule is replaced with the DDM (Wiehler and Peters, 2020). The benefit of this model compared with a standard Q-learning model is that it integrates the response time distributions of the decisions into the model.

The DDM uses the Wiener first-passage time (WFPT) instead of a softmax function to calculate the probability of the RT of a choice $x$ (Pedersen et al., 2017):
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\[ RT(x) \sim WFPT[\alpha, \beta, \delta, \tau] \quad (2.12) \]

The non-decision time \( \tau \), bias \( \beta \) and boundary separation \( \alpha \), as described previously, are trial-independent free parameters. The drift rate \( \delta \), on the other hand, varies on a trial-by-trial basis as a function of the difference in expected rewards. It is multiplied by scaling factor \( m \), which represents the ability of the subject to use knowledge of the reward probabilities:

\[ \delta(t) = \left[ V_{\text{upper}}(t) - V_{\text{lower}}(t) \right] \cdot m \quad (2.13) \]

\( V_{\text{upper}}(t) \) and \( V_{\text{lower}}(t) \) are the reward expectations for the different choices. The values \( V \) are updated according to equation 2.1, using the prediction error and learning rate \( \alpha \). The parameter \( \beta \) in the model remains constant over time. The data was modelled using the HDDM python toolbox, which uses hierarchical Bayesian parameter estimation of the RL-DDM (Fontanesi et al., 2019).

### 2.2.4 Image pre-processing

Data acquisition for the different studies is described in detail in the respective chapters, as the datasets were collected at different centres. However, the pre-processing steps for both studies involving human data were the same. The FMRIB Software Library (FSL) and FMRIpreP, a Nipype based tool were used to pre-process the fMRI scans (Esteban et al., 2018; Smith et al., 2004). FMRIpreP employs a combination of softwares, including FSL and the Advanced Normalisation Tools (ANTS) software (Tustison et al., 2010). Each T1-weighted image was bias-field corrected using N4BiasFieldCorrection and skull-stripped using antsBrainExtraction with the OASIS template from the ANTs software. The fMRI scans were spatially normalised to the ICBM 152 Nonlinear Asymmetrical template version 2009c through non-linear registration with the antsRegistration tool using brain-extracted versions of both the T1-weighted volume and template (Avants et al., 2008).

The brain-extracted T1w images were segmented into cerebrospinal fluid, white matter and grey matter using fast (FSL) (Zhang et al., 2001). Functional MRI scans were slice-timing corrected using slicetimer (FSL) and subsequently motion corrected with mcflirt (FSL) (Jenkinson et al., 2002). For scans that had associated field maps, distortion correction was performed using fugue (FSL) (Jenkinson, 2003). Then, fMRI images were co-registered to their corresponding T1w scan using boundary-based registrations with six degrees of freedom with flirt (FSL) (Greve and Fischl, 2009). The field distortion correcting warp,
BOLD-to-T1w transformation and T1w-to-template (MNI) warp were concatenated and applied in a single step using `antsApplyTransforms` using Lanczos interpolation.

Frame-wise displacement was calculated for each fMRI scan with Nipype (Power et al., 2014). The first five volumes were discarded to avoid T1 saturation effects. The functional scans were high-pass filtered (128 s) and spatially smoothed with a 6 mm full-width, half-maximum 3D Gaussian kernel. A canonical haemodynamic response function was modelled to the onsets of the explanatory event types. Quality checks were conducted by checking successful registration, ensuring that none of the participants showed excessive motion using DVARS and framewise-displacement measures (excessive motion threshold being 10% of the total number of volumes) and by inspecting their respective carpet plots. More details on quality checks can be found in the Appendix.
Chapter 3

Reinforcement learning in rodents exposed to maternal separation and adulthood stress

3.1 Introduction

Increasingly, evidence suggests that patients with MDD are impaired on tasks during which behaviour needs to be flexibly adjusted in response to unexpected changes in reward contingencies. An example of such a task is the reversal learning paradigm, during which the subject’s performance depends on previous reward and punishment to update behaviour (Chen et al., 2015; Murphy et al., 2003). By fitting RL models to probabilistic reversal learning task data from patients with depression, lower reward learning rates and reward sensitivity compared to control participants have been reported (Chase et al., 2010; Mukherjee et al., 2020). This suggests that patients learn more slowly from previous feedback and have blunted responses to positive and negative outcomes. Furthermore, it is known that there are sex differences in MDD, with some studies showing that disease prevalence is twice as high in women than in men (Bromet et al., 2011; Salk et al., 2017). Females are more sensitive to reward and punishment feedback on decision-making tasks than males, which may contribute to increased MDD prevalence in females (Fattore, 2015; van den Bos et al., 2013).

Due to the heterogeneous nature of depressive disorders and their complexity, research on these disorders has proven to be challenging (Wang et al., 2017). Rodent models have enabled researchers to investigate endophenotypes that are translationally relevant to the study of psychiatric disorders and thus depressive disorders, such as anxiety, behavioural
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flexibility, and anhedonia (Cope et al., 2012; Gottesman and Gould, 2003; Iacono, 2018; Laughlin et al., 2011; Moreno-Fernández et al., 2017). One intervention that has been used to induce depression-like symptoms in rodents is repeated early-life maternal separation. During this procedure, pups are intermittently separated from their mothers from an early postnatal age until the start of adolescence (Vetulani, 2013). Researchers have found that REMS results in increased depression-like behaviours and anxiety in rats, lowered preference for sucrose on the SPT, as well as reduced appetitively-conditioned locomotor activity in a novel environment (Cui et al., 2020; LeDoux and Pine, 2016; Matthews et al., 1996). The consequences of REMS are also known to be sex-dependent. For example, females demonstrate greater depressive-like symptoms on the SPT and there are sex-specific differences on object recognition tasks after REMS (Bath et al., 2017; Goodwill et al., 2019).

Early life stress in both humans and rodents has a profound negative impact on cognitive flexibility and other behavioural measures. In mice and rats, maternal separation and chronic stress lead to reduced cognitive flexibility on reversal learning tasks (Goodwill et al., 2019; Hyer et al., 2021; Thomas et al., 2016). Interestingly, acute stress interventions in rats have led to improvements in reversal learning performance (Bryce and Howland, 2015; Thai et al., 2013). In human adolescents that have experienced ELS, both cognitive flexibility as well as instrumental learning are impaired (Harms et al., 2018). Furthermore, adults that have been exposed to ELS but do not have any psychiatric diagnoses show deficits in positive feedback sensitivity and reward learning (Wilkinson et al., 2021). Drift diffusion models have also helped to gain an insight into how decision-making processes are disrupted as a result of stress and anxiety. A rodent study found altered boundary separation and drift rate resulting from acute restraint stress and administration of an anxiogenic drug, accompanied by a starting point closer to the low reward boundary (Hales et al., 2016). In humans with MDD, a less biased starting point than in control participants has been reported, alongside slower response times, a slower drift rate and wider boundary separation, aligning with the findings in rodents (Lawlor et al., 2020; Pedersen et al., 2021). In summary, the literature demonstrates that there are extensive changes in decision-making that arise from acute or chronic stress and depression. These changes can be quantified using RL and DDM models, which further enable us to dissect the mechanisms underlying behavioural changes.

Through resting-state fMRI studies, researchers have been able to identify which brain regions have altered functional connectivity in MDD. In medication-naïve patients, decreased resting-state functional connectivity (rs-FC) from the amygdala to the PFC has been reported (Satterthwaite et al., 2016; Wu et al., 2020). This was also found in individuals exposed to ELS (Fan et al., 2014; Herringa et al., 2013; Thomason et al., 2014). Additionally,
studies in humans have reported that following 8 weeks of SSRI treatment, PFC to amygdala connectivity is normalised and indistinguishable from controls (Fales et al., 2009; Zhang et al., 2020). In rodents, on the other hand, amygdala-PFC activity had been shown to be hyperactive following ELS (Cohen et al., 2013; Honeycutt et al., 2020; Johnson et al., 2018). Even though the changes in connectivity in rodents and humans do not show the same trend, these studies support the idea that amygdala-PFC circuitry plays a major role in MDD aetiology and may be relevant for treatment.

In this chapter, data from a study investigating behavioural and neurobiological consequences of early-life maternal separation and repeated adulthood stress in rodents is discussed. A seed-based fMRI approach is used to investigate functional connectivity changes in animals exposed to REMS between post-natal days (PND) 5-19 compared to control animals. Additionally, RL models were fit to behavioural data from a PRL task, which includes spurious feedback, as only 80% of correct trials and 20% of incorrect trials are rewarded (Murphy et al., 2003). Therefore, this task includes uncertainty and stimulus ambiguity, which depressed individuals are less tolerant towards (Saulnier et al., 2019). The Q-learning parameters were related to conventional measures of RL performance, such as win-stay/lose-shift behaviour and perseverative errors. It was predicted that animals exposed to REMS would exhibit a lower reward learning rate, a higher non-reward learning rate and lower reinforcement sensitivity. The aim of this study was to gain a more in-depth understanding of the functional connectivity and RL differences in rodents exposed to REMS and relate the behavioural changes to neurobiological consequences.

3.2 Methods

3.2.1 Subjects

Fourteen pregnant female Lister-Hooded rats were delivered by Envigo (Blackthorn, UK). The rats received nest material upon arrival and gave spontaneous birth to litters on gestational days 22-24. Each litter size had four to six offspring, containing both males and females. Pups were mixed when two litters were born within 24 hours of each other to minimise epigenetic and genetic effects. The pups were randomly assigned to the control group or the group that would undergo REMS (n=30 and n=28, respectively). The day of birth was defined as postnatal day zero (PND0). Food and water were provided ad libitum up to PND73-78 when behavioural testing commenced. Throughout behavioural training, animals were kept to 85% of their free-feeding weight. The temperature in the home cages
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was kept constant at 23±0.2 °C and relative humidity was constant at 60±5%. The animals were kept on a 12-hour reverse light/dark cycle. All experiments adhered to the guidelines of the United Kingdom 1986 Animals Scientific Procedures Act (Project Licence PA9FBFA9F, held by Prof Amy Milton) and were approved by the local ethics committee (AWERB). The data were collected by other members of the Dalley group; the analyses of PRL behavioural data and rs-fMRI presented in this chapter were conducted by myself.

### 3.2.2 Repeated Early Maternal Separation

The pups in the REMS group were separated from the mothers for six hours every day between PND5 and PND19. During this time, pups were taken to a separate room and were kept together in a ventilated cage. Bedding was provided and the surface temperature of the bedding was kept between 30 and 35 °C with a heat pad and warmed air. Control animals were kept in their home cages. After PND20, offspring were maintained in same-sex pairs. A timeline of the study can be seen in Fig. 3.1.

![Fig. 3.1 REMS study timeline.](image)

Timeline of the REMS study, involving a two-hit model of depression, behavioural testing (including the PRL task) and multiple neuroimaging scans, before and after exposure to adulthood stress.
3.2 Methods

3.2.3 Adulthood stress

Between PND260-300, animals in both groups were exposed to a regime of mild, in-escapable foot-shock stress over a continuous 20-day period. On 14 to 16 of those days, animals were placed in an operant chamber for 30 minutes during which time they received 1 or 2 temporally unpredictable foot-shocks. Every animal received 20 mild shocks throughout the 20-day time period. During the first 8 days, the number of shocks delivered was 2, 1, 2, 0, 1, 2, 0, 1. On the remaining days, the distribution of shock delivery of the remaining 11 shocks varied between animals. The number of shocks in one session would never exceed 2. The timing onset of each shock was random but did not occur during the first five or last ten minutes of the sessions. Shock intensity was 0.5 mA with a duration of 0.5 seconds.

3.2.4 Reversal learning task

Animals were trained in one of eight identical operant chambers (Med Associates, St. Albans, VT, USA). There was a 15-inch LCD touchscreen on one side of the chamber. On the opposite side of the chamber, a pellet receptacle with a head-entry detector and accompanying light was located. Small 50% sucrose pellets were delivered by an electronic pellet dispenser (TestDiet, St. Louis, MO, USA) when trials were completed. K-Limbic software (Conclusive Marketing LTD., High Wych, UK) was used to control the touchscreens.

On each day, every animal conducted either a training or a test session. The session ended after 40 minutes or when 200 trials were completed by the animal. After habituation to the test environment, animals were trained to respond to a solid white square stimulus on the right or left side of the touchscreen. When the stimulus was correctly touched, a 0.5 s tone was played, and the pellet receptacle light turned on and a food pellet was delivered. Once the animal took the pellet from the receptacle, the light was turned off, followed by a 5 s inter-trial interval.

After receiving at least 100 rewards in each of two consecutive sessions, the rats progressed to the next stage, during which animals had to respond to the solid white square stimulus, but any touch outside of the stimulus was punished by a 5 s time-out. After receiving 100 rewards on two additional consecutive sessions, subjects progressed to the deterministic reversal learning task. During this stage, two white square stimuli on opposite sides of the screen were presented simultaneously. One was the ‘correct’ stimulus and the other one was ‘incorrect’. When the former was touched, the trial was rewarded. If the ‘incorrect’ option was touched, there was a 5 s time-out punishment. When the animal selected the ‘correct’ stimulus 8 times consecutively, the contingencies were reversed, and the other side was the
Reinforcement learning in rodents exposed to maternal separation and adulthood stress

‘correct’ choice. Animals progressed to the probabilistic reversal learning task stage after achieving four reversals on two consecutive days. This task was similar to the deterministic reversal learning task, except that in PRL only 80% of trials were rewarded when a ‘correct’ response was made, and 20% of ‘incorrect’ responses were rewarded randomly.

PRL testing started at PND230 and was repeated daily over the course of 9 days. After adulthood stress, PRL testing was repeated over 3 days (Fig. 3.1.). Since there were only 3 sessions after adulthood stress, the results prior to the stressor were constrained to the first 3 sessions. For each session, trials up until the fourth reversal were included. Forty-six animals were included in the final analysis, as some animals had to be excluded due to data loss or the animal not completing the task correctly.

![Diagram of the reversal learning task](image)

**Fig. 3.2** Representation of the reversal learning task. Diagram of a touchscreen-based system for testing reversal learning in rodents. A) Animals learn to associate the rewards with the visual stimulus presented on the touchscreen. Both the reward and stimulus are presented at the same time. B) The animal learns to touch the screen to receive the reward. C) The animal learns to associate one of the stimuli with reward and learns to not select the other stimulus. D) The initial stimulus-reward contingency is reversed. Adapted from (Brigman et al., 2010).

### 3.2.5 Statistical analysis of behavioural data

The conventional and modelling parameters from the DDM, RL and Bayesian Learner models were centred. Linear mixed-effects (LME) models were fit to the measures individually, including REMS, sex, adulthood stress and their interaction as fixed factors. The LME also contained a random intercept for each subject. Subsequent post-hoc pairwise comparisons of estimated marginal means were run (Lenth et al., 2018; Pinheiro et al., 2021). The residuals were checked for normality using the Shapiro-Wilk test, which was verified in the data and confirmed an assumption required for fitting an LME model (Schielzeth et al., 2020). The relationship between the RL and conventional PRL measures was investigated through a correlation analysis using Pearson’s correlation coefficient (PCC), accounting for
3.2 Methods

multiple comparisons with FDR correction of 5% (Benjamini and Hochberg, 1995). Prior to running this analysis, it was ensured that all measures had a normal distribution using the Shapiro-Wilk test, which is a necessary condition when calculating PCC. All statistical analyses were run in R: A Language and Environment for Statistical Computing (R Core Team, 2020). For all analyses, significance was considered to be below p=0.05.

3.2.6 Image acquisition

Animals were scanned using a 9.4 T horizontal bore MRI scanner (BioSpec 94/20, Bruker, Coventry, UK). Structural imaging was achieved using multi-parametric mapping, from which T1-weighted and PD-weighted sequences were obtained. Contrast between grey and white matter was enhanced by applying MT pulses (10 µT, 2 kHz off-resonance) within each repetition. The field of view of $30.72 \times 25.6 \times 20.48 \text{ mm}^3$ was constrained within a matrix of $192 \times 160 \times 128$ voxels, yielding an in-plane isotropic resolution of 0.16 mm$^2$. To acquire the functional MRI data, a three-dimensional multi-echo gradient echo sequence was used with a relaxation time (TR) of 1832 ms, an echo time (TE) of 5.5/16.5/27 ms for the three echoes, a flip angle of 6 degrees, and RF spoiling of 117 degrees. The field of view of $28.8 \times 21.6 \times 21.6 \text{ mm}^3$ was constrained within a matrix of $64 \times 48 \times 48$ voxels, resulting in an in-plane resolution of 0.45 mm with a slice thickness of 0.5 mm. 655 frames were acquired for the resting-state fMRI scans acquired contiguously and interleaved acquisition. An acceleration factor of 1.55 was used.

Rats were kept under 1-2% isoflurane anaesthesia which was delivered in 100% oxygen at 1 L/min throughout the duration of the structural sequences, which was lowered to 20% oxygen/80% air during resting-state fMRI acquisition. The animals were continuously monitored using a pulse oximeter, respiratory tracer pad, and rectal temperature probe (SA Instruments, Stony Brook, NY, USA) to ensure that vital signs were within normal limits. Whenever the signs exceeded the limits, anaesthesia depth and temperature (using a heat pad) were adjusted, however, isoflurane was aimed to be kept at low levels (1-2 %). The data were collected at the Small Animal Neuromaging Facility, West Cambridge, as part of a collaborative study between the Dalley and Bullmore groups, funded by GlaxoSmithKline. Detailed information on image pre-processing can be found in chapter 2.

3.2.7 Seed-based analysis

Region-of-interest (ROI) masks were based on the atlas from (Valdés-Hernández et al., 2011) and were warped into the study-specific template space using warp fields from atlas
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space to the study-specific template space generated by DARTEL. The following ROIs were selected: prelimbic cortex, infralimbic cortex, BLA, medial orbitofrontal cortex and lateral orbitofrontal cortex (Fig. 3.3). The seed-based analyses were run in FSL (dual_regression) (Beckmann et al., 2009). The resulting voxel-wise connectivity maps were compared using randomise with 5000 permutations and threshold-free cluster enhancement (Winkler et al., 2014). Multiple comparisons were corrected for using the family-wise error rate (Benjamini and Hochberg, 1995). The contrast tested was a sex×MS interaction, at each time point separately. Furthermore, the Q-learning parameters $\alpha_{non-rew}$ and $\kappa$ from the RL model were centred and were separately used as regressors in the basolateral amygdala (BLA) and mOFC analyses (which was based on the results of the first seed-based analyses), and contrasts tested whether there was a positive or negative correlation with these parameters for all animals. In the correlation analyses, REMS and sex were accounted for. FSLeyes was used to generate the results figures (Smith et al., 2004). In these fMRI figures, the right and left hemispheres of the brain are inverted from the observer’s perspective.

Fig. 3.3 Masks of the regions used for the seed-based analysis.
A) infralimbic cortex (X:78; Y:148,150,152; Z:48), B) prelimbic cortex (X:76; Y:146,152,158; Z:59), C) medial orbitofrontal cortex (X:78; Y:164,168; Z:52), D) lateral orbitofrontal cortex (X:62; Y:156,162; Z:54), E) basolateral amygdala (X:104; Y:116; Z:26,30).
3.3 Results

3.2.8 Region-of-interest analysis

Based on the results from the seed-based analysis, timeseries from pre-selected regions were extracted and the BLA timeseries were correlated with these ROIs. The ROIs included: anterior insula (AI), caudate putamen (CPu), mOFC, IOFC, PrL and IL. The correlation values were converted using Fisher’s r to z transformation. An LME was fitted to the data, containing a sex×REMS×adulthood stress interaction and a random intercept for each subject, followed by post-hoc pairwise comparisons between groups using estimated marginal means (Lenth et al., 2018; Pinheiro et al., 2021). Additionally, the connectivity values for each animal were correlated with their respective Q-learning parameters. Multiple comparison testing was corrected for with FDR correction (Benjamini and Hochberg, 1995). The statistical analyses were run in R (R Core Team, 2020).

3.3 Results

3.4 Behavioural findings

3.4.1 Probabilistic reversal learning and anhedonia

A conventional analysis of the PRL task, as described in sections 2.1.5 and 3.2.5, showed that there are sex-specific effects of REMS and adulthood stress on some of the measures. Firstly, there were no statistically significant differences in the percentage of correct responses and the number of trials required to reach criterion. Win-stay behaviour, which is the proportion of trials during which an animal selects the same response after receiving a reward regardless of the previous trial being correct or not, was found to be lower in female than in male animals (previous response correct: F(1,46)=4.50, p=0.030; previous response incorrect F(1,46)=5.85, p=0.019).

A three-way sex×MS×adulthood stress interaction reached significance for lose-shift behaviour after a correct trial (F(1,236)=4.16, p=0.043). Lose-shift behaviour increased in control males after exposure to adulthood stress (t(236)=-2.56, p=0.011). Adulthood stress did not affect female lose-shift measures. A statistically significant sex×MS×adulthood stress interaction was also seen for lose-shift behaviour after an incorrect trial, which is the proportion of trials in which the animal changes its response after a loss and an incorrect response (F(1,236)=7.49, p=0.0067). Before exposure to the second stressor, MS females shifted less after a loss than control females (t(44)=3.06, p=0.0040). After the stressor, an
increase in lose-shift behaviour was observed only in MS females (t(236)=-2.02, p=0.044) (Fig. 3.4). No such changes were observed in males.

The LME fitted to the number of perseverative responses had a significant sex×adulthood stress interaction (F(1,236)=7.01, p=0.0086) and a near-significant MS×adulthood stress interaction (F(1,236)=3.75, p=0.054). Through post-hoc comparisons it was found that this was attributable to control males perseverating more than MS males prior to the second stressor (t(46)=2.71, p=0.0097) and that there was a reduction across the two time points in control males only (t(236)=3.41, p=0.0078). Results for the non-affected conventional PRL measures can be found in the Appendix.

Anhedonia, as measured via the SPT, was not affected by MS or adulthood stress, and no interactive effects reached significance. Only sex affected behaviour on the SPT (F(1,45)=6.85, p=0.012), as females showed greater preference for the sucrose solution (t(45)=-3.70, p<0.001).

### 3.4.2 Reinforcement Learning model comparison

The BIC, log-likelihood ratio and pseudo $r^2$ (section 2.1.4) were the measures used to identify which of the computational models tested fitted the data the best. The QL 4-parameter model with no ‘forgetting’ was used as a baseline for comparison. All the Q-learning models (2-parameter, 3-parameter, ‘forgetting’ and ‘differential forgetting’ models) were compared to this baseline. The 4-parameter model showed significantly better fit to the data than the 2-parameter model, however, evidence of better fit than the 3-parameter model and ‘forgetting’ model was small. 80% of the animals and sessions had a lower BIC for the 4-parameter model than the 2-parameter model, whereas only 55% had a BIC lower for the 4-parameter model than the 3-parameter ‘forgetting’ model. For the 3-parameter model, all sessions had a BIC lower than the 4-parameter model, but only 1% had a difference greater than 4. Furthermore, none of the sessions crossed the log likelihood ratio threshold of 3.842, indicating that neither model is significantly better. Model fit for the model with the ‘differential forgetting’ mechanism was substantially worse than the baseline, as only 18% of sessions had a lower BIC than for the 4-parameter model. An example of model comparison can be found in Fig. 3.5, with extensive information on all model comparisons in the Appendix.
3.4 Behavioural findings

Fig. 3.4 Key findings of a conventional analysis of the PRL task. Males (green) and females (orange) and control and maternally separated (MS) animals prior to (pre) and after (post) the adulthood stressors. The behavioural measures that changed as a result of MS and adulthood stress were lose-shift behaviour after an incorrect trial in females, lose-shift behaviour after a correct trial and perseverative responding in males. A) Lose-shift behaviour after a correct response; B) Lose-shift behaviour after an incorrect response; C) Perseverative responding. * – p<0.05.
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Fig. 3.5 Q-learning model comparisons.

A) BIC comparison of the 4-parameter and 2-parameter model; B) BIC comparison of the 4-parameter and 3-parameter model; C) the log likelihood ratio test for the 4- and 2-parameter models; D) the log likelihood ratio test for 4- and 3-parameter models.

The lower the BIC, the more evidence is provided for the model. The dotted lines represent the threshold for a small, but insignificant improvement in model fit of one model over the other, and the continuous line represents the threshold for substantial evidence for one model over the other. In the log likelihood ratio test, the significance threshold for comparing models is at 3.842 for $p=0.05$. Above this threshold, there is a significant difference in data likelihood. Based on these figures, it can be seen that the 4-parameter model fits the data significantly better than the 2-parameter model, as for the majority of sessions, the BIC for this model is lower than that of the 4-parameter model. The likelihood ratio test confirms this, as the difference between the two models crosses the significance threshold for most sessions. The comparison between the 4-parameter and 3-parameter models suggests that the 3-parameter model provides slightly improved, but not significantly better model fit. Due to our interest in identifying differences in learning from reward and non-rewarded trials in this study, the 4-parameter model was chosen.
3.4 Behavioural findings

3.4.3 Reinforcement Learning results

A statistical analysis of the RL parameters, as described in section 3.2.5, found that the learning rate parameter for non-rewarded trials, $\alpha_{\text{non-rew}}$, had a MS×adulthood stress effect ($F(1,236)=5.09$, $p=0.025$). After adulthood stress, the $\alpha_{\text{non-rew}}$ parameter decreased in control males ($t(236)=2.33$, $p=0.021$), which was not found in MS males ($p=0.41$) (Fig. 3.6). $\alpha_{\text{non-rew}}$ was the same in control and MS females and was not affected by adulthood stress.

The stress×adulthood stress interaction for $\alpha_{\text{rew}}$, which is the learning rate for rewarded trials, did not reach significance ($F(1,236)=3.34$, $p=0.069$). The $\beta$ parameter (how much the animal exploits previous information vs exploring other options) was not significantly affected by either intervention ($p=0.71$ and $p=0.64$). Therefore, sex, MS and adulthood stress did not impact the Q-learning measures $\alpha_{\text{rew}}$ and $\beta$.

However, the $\kappa$ (‘stickiness’) LME contained a significant sex×MS×adulthood stress interaction ($F(1,236)=8.20$, $p=0.0046$). Post-hoc analyses found that MS females had higher values than control females ($t(44)=-2.23$, $p=0.031$), with no differences seen in males. In control females, stickiness increased after exposure to the foot-shock stressors ($t(236)=-1.93$, $p=0.055$), whereas in MS females there was no difference ($p=0.12$) (Fig. 3.6). In males, no differences due to REMS or adulthood stress were found ($p=0.18$ and $p=0.43$, respectively). These analyses have thus revealed a sexual dimorphism, which could be observed both prior to and post adulthood stress, as well as an effect of REMS followed by a second stressor later in life.
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Fig. 3.6 Results of the Q-learning analysis.
RL parameters in males (left) and females (right) and control and maternally separated animals prior to (pre) and after (post) repeated shock-stressors over multiple days. A) $\alpha_{\text{rew}}$, the learning rate from rewarded trials on the PRL task; B) $\alpha_{\text{non-rew}}$, the learning rate from non-rewarded trials; C) $\beta$, the inverse temperature parameter and D) $\kappa$, the autocorrelation, otherwise known as the stickiness parameter. * – p<0.05; ** – p<0.10.
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3.4.4 Bayesian Learner model comparison

The three different BL models were also compared with each other. The model with a memory size of one and a flat prior was used as the standard for comparison. It was found that neither memory size nor different priors improved model fit, indicating the baseline model provided the best explanation of the data. This model and the 4-parameter Q-learning model were compared with each other, and the BL model showed better model fit. This suggests that the BL model provides a better mechanistic explanation of the data. However, due to the fact that the BL proposes a different learning mechanism than the Q-Learning model and since it has not yet been explored in the literature in relation to addiction and depression, it was decided to focus further analyses on the Q-Learning models. Specifically, the 4-parameter model was selected and related to the imaging data. Nonetheless, the BL parameters were statistically analysed to identify whether there were any differences in the parameters between the groups.

Fig. 3.7 Bayesian Learning model comparison.

A) Bayesian Information Criterion (BIC) comparison of the Bayesian Learning models with a memory size of 1 and 4; B) BIC comparison of the BL models with a memory size of 1 and 7; C) BIC comparison of the BL models with a memory size of 1 and 10. Dashed lines show a BIC difference of two, continuous lines represent a BIC difference of four.
3.4.5 Bayesian Learning results

The Hazard rate, which determines how much the posterior changes based on the data-driven likelihood versus how much it depends on the uniform prior distribution, was solely affected by the adulthood stressor, regardless of sex or maternal separation (F(1,44)=48.09, p<0.001). The Hazard rate decreased as a result of stress, indicating greater reliance on the data-driven likelihood, rather than the prior distributions (t(44)=6.57, p<0.001). There was a significant sex×TP interaction for the \( \beta \) parameter and a significant effect of adulthood stress on \( \kappa \) (F(1,44)=4.97, p=0.031 and F(1,44)=16.87, p<0.001, respectively). The \( \beta \) parameter also decreased following the stressor, although this was only the case in control females (t(44)=3.03, p=0.073), and \( \kappa \) was found to be reduced after the stressor across all animals (t(44)=4.22, p<0.001). The results can be found in Fig. 3.8.

3.4.6 Relationship between conventional PRL and RL parameters

Pearson’s correlation coefficient was used to correlate the PRL and RL measures. There was a positive correlation between \( \kappa \) and win-stay behaviour (r(46)=0.51, p=0.002) (Fig. 3.9). \( \kappa \) is representative of the tendency to select the same response regardless of outcome. However, it seems plausible that higher ‘stickiness’ would lead to higher ‘staying’. Furthermore, a positive correlation between \( \alpha_{\text{rew}} \) and win-stay correct as well as proportion of correct responses was observed (r(46)=0.52, p=0.002 and r(46)=0.56, p=0.001, respectively). This implies that the higher the learning rate from rewarded trials, the greater the animals’ tendency to stay after receiving a reward. No other correlations between the RL and conventional behavioural measures survived correction for multiple comparisons.
3.4 Behavioural findings

Fig. 3.8 Results of the Bayesian Learner analysis. BL parameters prior to and post adulthood stress. The Hazard rate, which determines what the posterior is most affected by; $\beta$ is the inverse temperature parameter and $\kappa$ is the autocorrelation. All three parameters decreased following the stressor, although the $\beta$ parameter only decreased in control females. * – $p<0.05$
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Fig. 3.9 Correlation matrix representing the relationship between conventional PRL measures and parameters from the RL model across all sessions of the PRL task for all animals.

The colour bar on the right-hand side represents the correlation strength, the numbers within each square are the p-values. Prop correct – proportion of correct responses; Perseverative resp – number of perseverative responses; Alpha rewarded – $\alpha_{\text{rew}}$ parameter representing the learning rate from rewarded trials; Alpha non-rewarded – $\alpha_{\text{non-rew}}$ parameter representing the learning rate from non-rewarded trials; Beta – the exploitation/exploration parameter $\beta$; Kappa – $\kappa$, also known as the stickiness parameter; correct and incorrect indicate the outcome of the previous response.
3.5 Imaging results

3.4.7 Drift Diffusion Model

To explore further how the decision-making processes were affected by sex, REMS and adulthood stress, a DDM was fit to the data. Prior to the DDM analysis, an LME was fit to the reaction time (RT) data. The effect of REMS and a sex×adulthood stress interaction on the RT became evident (F(1,44)=10.26, p=0.0025 and F(1,44)=30.62, p<0.001, respectively). The MS group had overall greater RTs (t(44)=-3.27, p=0.0021). RTs in males decreased as a result of adulthood stress (t(28)=3.81, p<0.001), but increased in females (t(19)=-4.12, p<0.001). Figures for these results and can be found in the Appendix.

The statistical analysis of DDM parameters highlighted that the parameter \( \alpha \), which is the boundary separation, was solely affected by the adulthood stress (F(1,44)=861.7, p<0.001). Specifically, it caused an increase in the values of \( \alpha \) (t(44)=-28.49, p<0.001) (Fig. 3.10). There was also an effect of adulthood stress on the \( \beta \) parameter (F(1,44)=3067.1, p<0.001), which decreased (t(44))=17.99, p<0.001). Furthermore, there was a near-significant sex×adulthood stress interaction for \( \beta \) (F(1,44)=3.23, p=0.079). The only factor affecting \( \delta \) and \( \tau \) was the second stressor (F(1,44)=2668.62, p<0.001; F(1,44)=16.06, p<0.001), which resulted in decreased and increased values, respectively (t(44)=50.76, p<0.001 and t(44)=-3.90, p<0.001). Even though the DDM model did not highlight any changes in decision-making due to REMS, it showed that all DDM parameters were altered due to repeated shock stress exposure in adulthood, regardless of sex or REMS.

3.5 Imaging results

3.5.1 Volumetric Analysis

A structural imaging analysis was conducted to identify any volumetric changes arising from either early-life maternal separation or the repeated shock stressor. The analysis focused on six pre-defined regions, which were subsequently also used in the functional seed-based analysis: BLA, mOFC, IOFC, IL and PrL.

Through fitting an LME to the volumes of each ROI independently, it was found that the BLA size was affected by a sex×MS×adulthood stress interaction (F(1,29)=7.87, p=0.0089). This effect was largely driven by an increase in BLA volume between the two time points (t(29)=-4.28, p<0.001) and larger BLA structures in males (t(44)=3.47, p<0.001). The IL, PrL, mOFC and IOFC were solely affected by sex and time, which was expected as male rodents have greater overall brain volumes and since rodent brains develop between PND60 and PND300 (Semple et al., 2013).
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Fig. 3.10 Results from the Drift Diffusion Model.

DDM parameters in all animals prior to and after repeated shock-stressors over multiple days. $\alpha$ is the boundary separation, $\beta$ is the bias, $\delta$ is the drift rate and $\tau$ is the non-decision time. Due to repeated stress in adulthood, $\alpha$ and $\delta$ increased in all animals, whereas $\beta$ and $\tau$ decreased ($p<0.001$ for all parameters). * – $p<0.05$. 
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3.5.2 Seed-based analysis

Six ROIs were used as seeds in a whole-brain seed-based analysis (SCA): BLA, mOFC, lOFC, IL, PrL (Fig. 3.3). The SCA revealed changes in the rs-FC arising from REMS and the repeated adulthood stress. At the first time point, PND62, which was after REMS but before adulthood stress, no rs-FC differences between the ROIs and other regions were highlighted. In order to investigate whether adulthood stress resulted in connectivity changes, the same SCAs were repeated for the second time point. None of the ROIs except the BLA and mOFC had significantly altered connectivity. When the BLA was used as the ROI, there was a statistically significant sex×MS interaction at this time point. Connectivity from the BLA to regions such as the AI, cingulate cortex (Cg), IL and dorsolateral striatum (DLS) were affected bilaterally (Fig. 3.11). Specifically, connectivity from the BLA to these regions was weaker in MS females and control males than control females and MS males, respectively. T-tests confirmed that in females, connectivity to all of the mentioned areas was affected, but in males only the connectivity to the DS and AI was altered. Results from the separate t-tests can be found in the Appendix.

When the mOFC was the seed region and the voxel-wise connectivity maps were compared, weaker connectivity between the mOFC and right VS in MS females and control males compared to their counterparts was found (Fig. 3.12). Therefore, it seems plausible that these changes in rs-FC arose as a result of the regimen of unpredictable foot-shocks.
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Fig. 3.11 BLA seed-based analysis results

A) Areas to which the rs-FC from the BLA is altered due to a sex×maternal separation interaction. These areas are: the cingulate cortex, infralimbic cortex, dorsal striatum and anterior insular cortex. The connectivity strength is higher in control females and MS males than MS females and control males. The colour bar represents the t-statistic of the respective voxels. B) A table summarising the characteristics of the highlighted clusters.

<table>
<thead>
<tr>
<th>Seed-region</th>
<th>Number of voxels in cluster(s)</th>
<th>Volume of cluster(s) (mm³)</th>
<th>Degrees of Freedom</th>
<th>Range of t-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLA</td>
<td>14041</td>
<td>47389</td>
<td>43</td>
<td>2.70-5.44</td>
</tr>
</tbody>
</table>
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Fig. 3.12 mOFC seed-based analysis results

A) Areas to which the rs-FC from the mOFC is altered due to a sex × maternal separation interaction. The cluster is located in the right ventral striatum, and the connectivity strength between the two regions is higher in control females and MS males than MS females and control males. The colour bar represents the t-statistic of the respective voxels. B) A table summarising the characteristics of the highlighted clusters.

<table>
<thead>
<tr>
<th>Seed-region</th>
<th>Number of voxels in cluster(s)</th>
<th>Volume of cluster(s) (mm³)</th>
<th>Degrees of Freedom</th>
<th>Range of t-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medial OFC</td>
<td>113</td>
<td>382</td>
<td>30</td>
<td>3.94-5.92</td>
</tr>
</tbody>
</table>

To identify the relationship between altered connectivity and the observed changes in the RL parameters, the parameters were included as additional regressors in the mOFC and BLA analyses at both time points. At the first time point, PND62, values of $\kappa$ positively correlated with connectivity between the mOFC and a cluster spanning the Cg, DS, IL, PrL and the granular/dysgranular insular cortex in all animals, regardless of sex or REMS (Fig. 3.13). This suggests that there was stronger connectivity between the mOFC and these areas in animals that showed higher levels of $\kappa$, or stickiness. No other significant correlations were found.
Fig. 3.13 Medial OFC and RL measures correlation results

A) Areas with which the connectivity to the mOFC positively correlated with the reinforcement learning parameter $\kappa$, also known as behavioural stickiness. The cluster spans the cingulate cortex, infralimbic/prelimbic cortices, dorsal striatum and parts of the granular/dysgranular insular cortex. This effect is seen bilaterally but is more pronounced in the left hemisphere. The colour bar on the right-hand side represents the t-statistic of the respective voxels. B) A table summarising the characteristics of the highlighted clusters.

These results show that REMS on its own did not result in any functional connectivity differences. At the first time point, prior to adulthood stress, we observed a positive correlation between the rsFC from the mOFC to cortico-striatal regions, such as the PFC, Cg and DS and the RL parameter $\kappa$. After adulthood stress, the connectivity between the BLA and the same regions was weakened in MS females and control males, and there was reduced connectivity between the mOFC and VS.
3.5 Imaging results

3.5.3 Region-of-interest analysis

The more targeted correlation analysis, which was based on the results from seed-based analysis, revealed a more in-depth insight into the regions affected by maternal separation, and how they may relate to Q-learning. The LMEs found a significant effect only of sex on the connectivity from the BLA to AI (F(1,45)=14.7, p<0.001), IL (F(1,45)=7.44, p=0.0091) and mOFC (F(1,45)=15.0, p<0.001). There was a significant effect of sex (F(1,45)=9.52, p=0.0035) and adulthood stress (F(1,22)=5.52, p=0.028) on the BLA to CPu connectivity. This was also the case for the BLA to PrL connectivity (F(1,45)=6.05, p=0.018 and F(1,22)=11.5, p=0.0026, respectively) and BLA to IOFC functional connectivity (F(1,45)=8.03, p=0.0069 and F(1,22)=7.26, p=0.013, respectively). Pairwise comparisons revealed there was a reduction in the connectivity between the BLA and the CPu from TP1 to TP2 (t(22)=2.12, p=0.045), an increase in BLA to IOFC connectivity (t(22)=-2.65, p=0.015) and in the connectivity from the BLA to the PrL (t(22)=-3.16, p=0.0045) across all animals (Fig. 3.14).

Moreover, the rs-FC between the mOFC and nucleus accumbens shell (AcbS) was affected by a sex×adulthood stress interaction (F(1,22)=6.27, p=0.020), as was the mOFC to CPu connectivity (F(1,22)=5.64, p=0.027), the former arising due to stronger connectivity in females than males at the first time point (t(22)=-3.55, p=0.0089) and a reduction in connectivity between the two time points in females (t(22)=2.57, p=0.076). The latter was due to the connectivity strength being greater in females than males at both time points (TP1: t(22)=3.21, p=0.019; TP2: t(22)=3.18, p=0.021). Furthermore, rs-FC decreased between the two time points in females (t(22)=2.86, p=0.042).
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Fig. 3.14 Main results of the region-of-interest connectivity analysis. Connectivity changes arising from exposure to repeated adulthood shock stress. The stressor resulted in decreased functional connectivity between the BLA to CPu, as well as the mOFC to AcbC. The opposite trend was observed for the BLA-PrL and BLA-IOFC connectivity. PCC - Pearson’s Correlation Coefficient; BLA - basolateral amygdala; CPu - caudate putamen; PrL - prelimbic cortex; IOFC - lateral orbitofrontal cortex; mOFC - medial orbitofrontal cortex. * – p<0.05; ** – p<0.10.
3.6 Discussion

In this chapter, it was explored how sex, early-life maternal separation and repeated foot-shock stress in adulthood alter RL in rats. Furthermore, it was investigated what the neural basis of potential changes in RL might be. The behavioural analysis revealed a sexual dimorphism, as the stickiness parameter $\kappa$ was differentially altered in males and females due to REMS and adulthood stress. Females had higher values of $\kappa$ as a result of REMS than control females prior to the second stressor. $\kappa$ increased in control females after the adulthood stress but was unaffected in MS females. Thus, both REMS and foot-shock stress increased stickiness in females, but these effects were not additive. Stickiness was unaffected in males. Changes in lose-shift behaviour prior to the second stress aligned with these results, since MS females shifted less after a loss on the previous trial than controls. Given that $\kappa$ provides a measure of stickiness, this suggests that higher $\kappa$ values result in less contingency shifting after a loss. The conventional perseveration measure was greater in control males than MS males, but there was a decrease in perseverative responding after adulthood stress in the control group. In parallel, there was a decrease in $\alpha_{non-rew}$ and an increase in lose-shift, solely in this group. The sexual dimorphism was not seen in the DDM results. The four DDM parameters, $\alpha$, $\beta$, $\delta$ and $\tau$, were unaffected by sex and maternal separation. However, all decision-making parameters were altered by repeated adulthood stress. $\alpha$, which is the boundary separation, increased post-stressor, as did the drift rate $\delta$. This indicates a higher threshold for decision-making but reaching that threshold more rapidly. Additionally, the starting bias $\beta$ decreased, indicating a starting bias closer to the non-rewarded outcome, as did the non-decision time $\tau$.

Thus far, the stickiness parameter $\kappa$, which is the tendency to make the same choice regardless of previous reward or punishment, has not been investigated in the two-hit model of depression in rodents, and only scarcely in relation to early-life stress or MDD in humans. Habitual behaviour results from the direct elicitation of the instrumental response to the environmental stimuli repeatedly associated with it, autonomous of the goal (Robbins and Costa, 2017). $\kappa$ provides a measure of habitual behaviour, which is manifested as value-free perseverative responding (Ito and Doya, 2009; Miller et al., 2019). Habitual responding and $\kappa$ are both defined by performing the same action irrespective of the outcome of that action. ELS in humans has been linked to greater habitual responding in an avoidance learning task (Gordon et al., 2020; Patterson et al., 2019). Furthermore, it is known that acute stress in rodents and humans results in actions being more habit-based than goal-directed (Dias-Ferreira et al., 2009; Schwabe and Wolf, 2009, 2010). These studies support the
observations reported in this chapter, specifically those in females, as there was an increase in $\kappa$ due to REMS and adulthood stress. However, this does not explain why $\kappa$ was not affected in male rats.

Sex-dependent effects of stress have been reported in rodents (Bath et al., 2017; Goodwill et al., 2019; Vetulani, 2013). For example, differences in behavioural profiles such as anticipatory responding to reward, anxious behaviours and emotionality have been found (Couto et al., 2012; Renard et al., 2007). It is unclear which sex is more sensitive to the effects of ELS in rodents. However, in humans, depression and anxiety are more frequently diagnosed in females. Moreover, women exposed to childhood trauma are more susceptible to mood disorders, aligning with the observations reported in this study (Albert, 2015; Gallo et al., 2018).

The changes reported in lose-shift behaviour and $\alpha_{\text{non-rew}}$ due to adulthood stress in control males and not MS males was contrary to the initial hypotheses and studies from humans, as patients with MDD generally have lower learning rates than control participants (Mukherjee et al., 2020; Safra et al., 2019). Although REMS has caused persistent changes in anxious and depressive phenotypes in rodents in some studies, other groups have not observed any effects (Cui et al., 2006; Raineki et al., 2012; Rice et al., 2008; van der Kooij et al., 2015). Therefore, it has not yet been established what changes to an animal’s behavioural profile arise due to maternal separation. The observations in males could be interpreted as MS males being more resilient, agreeing with the concept of stress immunization proposed by (Levine, 1957), i.e., mild and predictable early-life stress can result in a protective effect on subsequent stress responses.

Fitting DDMs to behavioural paradigms such as approach-avoid conflict and reversal learning tasks have shown that patients with MDD have lower starting point biases, lower drift rates and wider decision thresholds (Lawlor et al., 2020; Pedersen et al., 2021). Acute treatment of an anxiogenic drug and social isolation in rats has previously led to increased boundary separation and an altered decision starting point (Hales et al., 2016). Although in this study no changes in any of the DDM parameters solely due to REMS were seen, the repeated foot-shock stress intervention resulted in increased boundary separation and a lower bias starting point, aligning with previous studies. However, our findings show an increased drift rate and reduced non-decision time, which is contrary to other reports. This may be attributable to differences in interventions, as well as cross-species differences. Increased boundary separation implies more conservative decision-making, which may be attributable to higher levels of anxiety or stress in animals after repeated stress exposure (Hales et al., 2016). The altered starting bias reported here, which was closer to the non-rewarded outcome
as a result of adulthood stress in all animals, is also likely to be attributable to higher levels
of anxiety and stress after this intervention. These findings together may be interpreted as
more conservative decision-making which is biased to the negative outcome due to repeated
foot-shock stress, accompanied with faster accumulation of evidence and less time taken by
stimulus encoding and motor processes (Pedersen et al., 2021).

The functional MRI analysis also revealed a sexual dimorphism. At TP1, which was
before the repeated stress, there were no differences in the rs-FC as highlighted by the
seed-based analysis. At TP2, however, MS females and control males had lower connectivity
between the BLA seed and the AI and the DS than their counterparts. Additionally, MS
females had lower connectivity to the IL and Cg. There was a similar trend for the connectivity
between the mOFC and the VS. Furthermore, a positive correlation between $\kappa$ and the
connectivity from the mOFC to a cluster spanning the IL, DS and Cg was found. It has
previously been reported that inactivation of the mOFC in rats reduces $\kappa$, supporting the
findings presented here and providing additional evidence for the neural substrates underlying
this RL parameter (Verharen et al., 2020). There are some limitations that need to be kept in
mind, such as the fact that the number of animal scans available at PND62 was substantially
lower than at PND300 (N=31 vs N=44). Moreover, although PND62 is considered adulthood
in rats, the animals were scanned approximately 170 days before PRL testing commenced at
PND230, which means that there may have been developmental changes in that time.

The volumetric analysis of the structural MRI data did not highlight any significant
changes resulting from REMS. Although it was found that male rats had larger brain volumes
than female rats, and that volumes were larger at PND300 than at PND62, these differences
were unsurprising. The larger brain volumes at TP2 are likely not attributable to the repeated
foot-shock stressor, but instead to the developmental changes that will have taken place
between these two time points. The ROI correlation analysis of the functional MRI data
revealed connectivity differences due to sex and adulthood stress, but not due to REMS or
interactive factors. The mOFC to VS rs-FC connectivity decreased between the two time
points. Altered connectivity between these regions was also highlighted in the seed-based
analysis. rs-FC from the BLA to cortical areas such as the lOFC and PrL were strengthened
following the stress intervention, but the connectivity between the BLA and CPu decreased.
This more targeted ROI analysis gives an indication of the changes that may have occurred
as a result of the second stress, whereas the seed-based analysis looked at the time points
separately.

When the IL is lesioned or inhibited in rats, habitual responding is impaired, which
suggests that the IL is a key component of the network giving rise to habitual behaviour
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(Killcross and Coutureau, 2003; Smith et al., 2012). Lesions of the DLS, also a part of the putative habit system, reduce perseverative responding and facilitate flexible behaviour (Graybiel, 2008; Miller et al., 2019; Yin and Knowlton, 2006). Chronic stress in rodents can result in frontostriatal reorganisation, resulting in a shift from goal-directed to habitual actions (Dias-Ferreira et al., 2009; Sharp, 2017). Even though the number of human studies on this matter is small, it is known that habitual action selection activates the insular cortex (Eryilmaz et al., 2017). Additionally, activations in the putamen, which is the human analogue of the rodent DLS, have been linked to tracking habit development (Tricomi et al., 2009). It therefore seems possible that the increased $\kappa$ observed in control females after the second stressor are due to strengthened circuits involving the DLS, insular and prefrontal cortices.

The reduction in the learning rate parameter $\alpha_{non-rew}$ in control males between the two time points could be explained by the weakened connectivity from the BLA to the DS and IL. Lesioning the IL in rats has resulted in impairments of $\alpha_{non-rew}$, and both rodent and human studies have proven that the DS and BLA are essential for reward learning (Balleine et al., 2007; Jog et al., 1999; Verharen et al., 2020; Wassum and Izquierdo, 2015). In human studies, the rs-FC between the amygdala and PFC was lower in participants that have experienced ELS (Colich et al., 2017; Fan et al., 2014). Furthermore, patients with MDD exhibit reduced amygdala-PFC and AI-PFC connectivity, with sex differences also having been reported (Kandilarova et al., 2018; Kong et al., 2013; Colich et al., 2017).

Given that no functional connectivity differences were observed at TP1, it can be inferred that the connectivity changes at the last time point were due to repeated foot-shock stress and that REMS and sex caused differential predispositions to behavioural and neurobiological consequences. The changes in connectivity were confirmed by both the seed-based and ROIs analyses. Even though no effects of sex or REMS were found in the ROI analysis, this may be due to methodological differences, given that the ROIs were selected based on existing rodent atlases, whereas the seed-based analysis was done on a whole-brain level. Furthermore, the ROI analysis included adulthood stress as an effect, which could not be included in the SCA. Another reason for this discrepancy may be the statistical bias that is introduced through selecting the ROIs based on previous analyses. Nonetheless, the ROI analysis gave us an indication of what might have been a result of the repeated stressor; connectivity from the BLA to cortical areas, including the PrL and IOFC, increased. On the other hand, connectivity to striatal areas from both the BLA and mOFC decreased, suggesting that overall input to the striatum was reduced after chronic stress. Altered connectivity from the BLA to PFC regions due to chronic stress has frequently been reported in both rodents and humans (Hultman et al., 2016; Robinson et al., 2014; Shin et al., 2005). This is due to
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the importance of the BLA in the control of emotions, particularly fear and anxiety (LeDoux, 1992). The reduced connectivity to the striatum could be due to hypoactivity in prefrontal areas resulting from stress, which is also a consequence observed across species (Hayes et al., 2012; Lim et al., 2017; Sailer et al., 2008).

In summary, this chapter explored how RL substrates are changed in a two-hit model of depression in rats. Further, it was assessed how the rs-FC was altered due to REMS and repeated foot-shock stress. The data also made it possible to pinpoint the neurobiological substrates of RL parameters, particularly the stickiness parameter $\kappa$. For the first time, it was identified that this behaviour is modulated by circuits involving the mOFC, dorsal striatum, PFC and insular cortex. In the next chapters, RL and its underlying biology will be explored in an additional rodent cohort as well as human data.
Chapter 4

Reinforcement learning in rodents exposed to cocaine

4.1 Introduction

Substance use disorder is a brain disorder manifesting itself through compulsive drug seeking in spite of adverse outcomes (APA, 2013). In the most up-to-date version of the Diagnostic and Statistical Manual of Mental Disorders, compulsive drug-seeking behaviour is a key feature of a SUD diagnosis. Specifically, it refers to the continued use of drugs even though it endangers the individual’s life. In order to align with the human definition and diagnosis of SUD, animal studies have in recent years moved to procedures that replicate the persistent drug-seeking behaviour in the face of punishment (Lüscher et al., 2020). For example, compulsive drug-taking in rodents can be studied via drug self-administration in the face of punishment such as a foot-shock. This can be implemented using a fixed ratio schedule of reinforcement, in which the drug and punishment are delivered at the same time, following a specified number of responses (e.g., after 5 responses, FR-5). Another method of assessing compulsive drug-seeking is to use a second-order schedule of reinforcement. Initially, the drug is delivered after a fixed-interval and is paired with a classically conditioned stimulus (Everitt and Robbins, 2000). Subsequently, only the conditioned stimulus is presented after a FI, and following an additional interval of the same length, the drug is delivered. The conditioned stimulus elicits drug-seeking behaviours in the drug-free period, making it possible to study this important feature of addiction.

The transition from controlled to compulsive drug-seeking is thought to arise from impaired inhibitory response control, which is accompanied by a shift of behavioural control from the VS to DS and altered balance in frontostriatal connectivity (Everitt and Rob-
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bins, 2016; Kalivas and Volkow, 2005; Lüscher et al., 2020). These alterations in limbic-corticostriatal circuits are thought to be a result of excessive DA modulation which is associated with drug abuse. Support for this has been provided by studies showing that non-addicted individuals which occasionally use stimulants have an increased release of DA in the VS when presented with drug-associated cues, whereas individuals that are addicted have an increased DA release in the putamen (Boileau et al., 2006; Wong et al., 2006). This may explain the accumulating evidence proposing that addiction is accompanied by a shift from goal-directed to habitual behaviour (Lüscher et al., 2020; Zapata et al., 2010). The former has been linked to activity in the DLS, whereas the latter is thought to be mediated by the ventral and dorsomedial striatum (DMS) (Balleine and O’Doherty, 2009).

Reversal learning impairments following prolonged drug use and drug withdrawal have been reported in both rats and humans. For example, withdrawal from cocaine SA results in long-lasting deficits on reversal learning in rats as measured by the trials required to reach a criterion (Calu et al., 2007). This deficit parallels reversal learning impairments following lesions of the OFC, suggestive of its involvement (Schoenbaum et al., 2003). Furthermore, in rats exhibiting high rates of cocaine SA, decreased lose-shift behaviour on a deterministic reversal learning task following SA has been reported (Zhukovsky et al., 2019). However, there were no differences on the DRL task prior to SA. In the same study, RL models were fitted to the DRL data. A comparison of the winning model’s parameters found that there were no differences prior to cocaine SA but found increased $\beta$ and $\kappa$ values in the high-compulsive animals after SA. This suggests increased exploration, rather than exploitation, of lower Q-values, as well as an increased tendency to repeat the same choice regardless of outcome. Reductions in lose-shift behaviour following repeated drug use have also been reported in rats exposed to methamphetamine and in patients diagnosed with SUD (Groman et al., 2017; Parvaz et al., 2015).

The OFC, BLA and striatum are areas thought to mediate reversal learning (Izquierdo et al., 2017). The OFC is responsible for inhibiting responses that are no longer relevant, as is required in a reversal learning paradigm, and keeps track of associative information necessary for behaviour (Jones and Mishkin, 1972; Rolls et al., 1996). The BLA is involved in learning of stimulus-response contingencies, and the DLS encodes stimulus-response associations (Jog et al., 1999; Schoenbaum et al., 1999). Interestingly, all areas that are key for reversal learning have been shown to be impaired in stimulant-dependent individuals (SDIs). Altered metabolism in the OFC is impaired in both cocaine and methamphetamine users and neural responses to drug-associated cues are abnormal in cocaine users (Volkow and Fowler, 2000). Altered neural signals in response to drug-associated cues are also found in the BLA (Carelli
and Wondolowski, 2003). In cocaine-treated rats, cue-selective neurons fail to reverse their cue-selectivity after a reversal (Stalnaker et al., 2009). As mentioned previously, the DS and VS are also key regions involved in drug addiction; altered metabolism has been found in the striatum of subjects reporting craving (Volkow et al., 1991, 2001, 1999). In summary, it is expected that in both rats and humans that have repeatedly consumed a drug, the OFC, BLA and striatum would show altered activity, which is linked to reversal learning impairments.

In this chapter, a study is presented in which rats underwent a second-order schedule of reinforcement with cocaine accompanied by a mild electric foot-shock in later stages of training. Prior to cocaine SA, animals were extensively tested on a variety of behavioural tasks, including DRL. Additionally, the animals’ brains were scanned at multiple time points throughout their development, both in adolescence and adulthood, prior to the drug-seeking procedure. This allowed the exploration of behavioural and neural features that may underlie compulsive drug-seeking. The DRL data was analysed using a computational approach, making it possible to relate RL measures to compulsivity and identify which areas of the brain were associated with these parameters. These results extend the findings from chapter 3 to another rodent cohort and help identify which behavioural and structural markers predict compulsive drug-seeking.

4.2 Methods

4.2.1 Subjects

Fifty-two male lister-hooded rats (Charles River, Kent) were used in this study. After arrival, pregnant dams were housed in temperature and humidity controlled, ventilated cages. After giving birth spontaneously, male offspring of the same dam were housed in groups of four and the dam sacrificed. All animals were kept on a 12-hour reverse light/dark cycle. Animals had ad libitum access to food and water. Throughout behavioural training, animals were kept to 85% of their free feeding weight. Upon completion of behavioural testing and intravenous catheter surgery, animals were singly housed for the duration of the experiment. All experiments were carried out in accordance with the UK Animals Scientific Procedures act (1986) under the UK Home Office project licenses (PPL 70/7587 & PPL 70/8072) and were approved by the University of Cambridge Ethics Committee. The data were collected by other members of the Dalley group, including Dr Jolyon Jones and Dr Peter Zhukovsky; the analysis of reversal learning behavioural data was done together with Dr Peter Zhukovsky and the analysis linking structural MRI to RL parameters was done by myself.
4.2.2 Drugs

Cocaine hydrochloride (NIDA Drug Supply Programme) was dissolved in sterile 0.9% saline. Drug doses are reported in the salt form.

4.2.3 Reversal learning task

Rats completed training and testing of a spatial discrimination reversal learning task at PND64. The task was completed in one of twelve operant chambers placed in ventilated, sound-attenuated cubicles. Subjects were habituated to the apparatus over two days, twenty minutes per day. Afterwards, they were trained to enter the magazine and trigger the onset of a single stimulus light, either on the left or on the right. They learnt how to respond to the stimulus via a lever press and were rewarded with a food pellet. Once a subject achieved fifty correct responses, they were only rewarded on every second correct response (FR2), and subsequently every third response (FR3). Failure to respond within a 30 s period resulted in a 5 s time-out. As soon as the subject achieved criterion, they were tested on a spatial discrimination task. On the next day, there was a reversal of the stimulus-reward contingency. Animals had 1 h to complete the discrimination task.

4.2.4 Intra-jugular surgery

A home-made indwelling catheter was implanted into the right jugular vein of rats under isoflurane anaesthesia (O2 carrier gas; 2 L/min; 5% for induction and 2-3% for maintenance and analgesia) (Metacam, 1mg/kg, sc., Boehringer Ingelheim). After surgery, rats received daily oral treatment with an analgesic for three days and an antibiotic (Baytril, 10mg/kg, Bayer) for one week. Catheters were flushed with 0.1 ml of heparinized saline (50 U/ml, Wockhardt®) in sterile 0.9% NaCl every other day after surgery and then before and after each daily self-administration session.

4.2.5 Drug self-administration

The experiments were conducted in thirty-six standard operant conditioning chambers (Med Associates, St. Albans, VT, USA), which were placed within a sound-attenuating box to eliminate background noise. Each chamber was equipped with two retractable levers (4 cm wide, 12 cm apart, and 8 cm from the grid floor), a cue light (2.5 W, 24 V) above each lever, and a white house light (2.5 W, 24 V) at the back of the chamber, in front of the levers. Silastic tubing shielded with a metal spring extended from each animal’s IV catheter
to a liquid swivel (Stoelting, Wood Dale, IL, USA) mounted on an arm fixed outside of the operant chamber. Tygon tubing extended from the swivel to a Razel infusion pump (Semat Technical, Herts, UK) located adjacent to the external chamber. The MED-PC IV software was used to control lever presses, light stimuli presentation, reward delivery and was used for data collection.

Rats were trained to acquire cocaine self-administration (0.25 mg/100µl/5.7s/infusion) under continuous reinforcement over four 2-hour sessions on different days. Each active lever press led to drug infusion alongside a 20 s timeout, a 20 s illumination of the cue light, which was placed above the active lever (conditioned stimulus), followed by the offset of house light and retraction of both levers. When the inactive lever was pressed by the animal, this was recorded, but did not result in any further outcomes. Active and inactive lever assignment was counterbalanced, and a maximum of 30 infusions were available at this stage.

After four days of sessions with continuous reinforcement, the schedule of reinforcement was changed to fixed intervals. These increased daily from 1 min (FI1), to 2 min (FI2), FI4, FI8, FI10 and FI15. Following three FI15 schedule or reinforcement sessions, rats were trained to seek cocaine under the control of the drug-paired conditioned stimulus for thirty sessions under a FI15 second-order schedule of reinforcement.

After five daily sessions under the second-order schedule of reinforcement, drug-seeking behaviour was punished in the last seven minutes of the interval if the animal was actively engaging in responding for the drug. During this time period, mild electric foot-shocks (1 s duration, 0.25-0.45 mA) were dispensed by a scrambler (Med Associate St. Albans, USA) connected to the grid floor of the operant boxes were delivered on every sixteenth lever press. The aversive stimuli were paired with a cue light, which was located on the top middle region of the wall. Following these punishment sessions, rats were re-introduced to five baseline second-order schedules of reinforcement sessions to explore whether they would recover their initial drug-seeking behaviour, or whether they would show long-term behavioural adaptations to successive punishment sessions. A K-means cluster analysis was carried out on the number of shocks rats were willing to receive during the first, drug-free, interval of the last two punishment sessions to identify non-overlapping populations stratified on their propensity to persist in seeking cocaine in the face of adverse consequences.
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52 rats were scanned on PND63. They then underwent behavioural phenotyping, which included the deterministic reversal learning task. Following the behavioural phenotyping in adulthood, rats were scanned. During self-administration, the rats were trained on a fixed ratio of one (one lever press equates to one reward) during the acquisition stage. In the fixed interval stage, the rats would have to wait a certain period of time before being rewarded with cocaine (e.g., 15 minutes). In the second-order stage, the subjects had to wait 15 minutes to receive a reward, but they had to press the lever 10 times to receive cocaine. During reward presentation after the 10th lever press, a flash of light was presented. During the shock stage, the FI15(FR10:S) schedule still applied but if the subjects pressed the lever 16 times, an electric shock was given. However, this was only done in the last 7 minutes of each 15-minute interval. The rats underwent 5 days of shock training, receiving a 0.25 mA shock on the first day, 0.35 mA on the second and third days and 0.45 mA on the last two days. After the shock stage, the rats were re-trained using a FI15(FR10:S) schedule.

4.2.6 Statistical analysis of behavioural parameters

The conventional and modelling parameters were centred. Linear mixed-effects models were fit to the measures, containing which compulsivity group (low, medium, high) they were assigned to as a fixed factor. The LME also contained a random intercept for each subject. Subsequent post-hoc pairwise comparisons of estimated marginal means were run (Lenth et al., 2018; Pinheiro et al., 2021). The residuals were checked for normality using the Shapiro-Wilk test, which was verified in our data and confirmed an assumption required
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for fitting an LME model (Schielzeth et al., 2020). The relationship between the RL and conventional measures was investigated through a correlation analysis using Spearman’s rank correlation coefficient, as the data were non-normally distributed. Normality was tested for using the Shapiro-Wilk test. Multiple comparisons were accounted for using FDR correction (Benjamini and Hochberg, 1995). All statistical analyses were run in R: A Language and Environment for Statistical Computing (R Core Team, 2020). For all analyses, significance was considered to be at \( p=0.05 \).

4.2.7 Image acquisition

Animals were scanned using a 9.4 T horizontal bore MRI system (BioSpec 94/20, Bruker, Coventry, UK). Structural images were obtained using on a three-dimensional multi-gradient echo sequence (TR/TE 25/2.4 ms with 6 echo images spaced by 2.1 ms, flip angle 6° with RF spoiling of 117°). Contrast between grey and white matter was enhanced by applying MT pulses (10 µT, 2 kHz off-resonance) within each repetition. The field of view of 30.72 \( \times \) 25.6 \( \times \) 20.48 mm\(^3\) was constrained within a matrix of 192 \( \times \) 160 \( \times \) 128 voxels, yielding an in-plane isotropic resolution of 0.16 mm\(^2\) with a total scan time of 6 min 36 s with zero-filling acceleration (25% in the readout direction; 20% in each phase encoding direction). Throughout all scans, rats were anaesthetised with isoflurane (1-2% in 1L/min, O2:air 1:4). Respiratory rate and pulse oximetry (SA instruments; Stony Brook, NY) were measured and anaesthetic dose rates were adjusted keeping these within physiological range. Body temperature was measured with a rectal probe and a heated water system was adjusted to maintain 36-37°C. The data were collected at the Department of Psychology and the Small Animal Neuromaging Facility, West Cambridge, as part of an MRC-funded study awarded to Barry Everitt, Jeffrey Dalley, Trevor Robbins, Amy Milton and David Belin (MR/N02530X/1).

4.3 Results

4.4 Behavioural findings

4.4.1 Deterministic Reversal Learning

Behaviour on the DRL task was initially assessed using measures such as win-stay, lose-shift, perseverative errors, and total trials to criterion. LMEs were fit to these data. There
were no statistically significant differences between the low-, medium- and high-compulsive rats on win-stay (p=0.94), lose-shift (p=0.15), trials to criterion (p=0.55) or perseverative errors (p=0.65). A summary of these results can be found in Fig. 4.1.

4.4.2 RL model comparison

The BIC, log-likelihood ratio and pseudo $r^2$ (section 2.1.4) were used as measures to compare the computational models tested and identify which model fitted the data the best. In total, five models were run and compared with each other; they included a 2-parameter model (including $\alpha$ and $\beta$ parameters); a 3-parameter model ($\alpha$, $\beta$ and $\kappa$ parameters); a 4-parameter model ($\alpha_{\text{rew}}$, $\alpha_{\text{non-rew}}$, $\beta$ and $\kappa$ parameters); a 3-parameter ‘forgetting’ model, which introduces a ‘forgetting’ mechanism for the non-chosen stimulus; and a 4-parameter ‘differential forgetting’ model, which has a separate learning rate term for the non-chosen option.

The QL 3-parameter model with no ‘forgetting’ term was used as the baseline for comparison. The 2-parameter, 4-parameter, ‘forgetting’ and ‘differential forgetting’ models were compared with the 3-parameter model. The 3-parameter model was found to fit the data the best, as the BIC values were lower for the 3-parameter model than for the other models (Fig. 4.2). Furthermore, on the log-likelihood test, most animals crossed the significance threshold (which is 3.842 for p=0.05) when comparing the 3-parameter model to another model, contributing additional evidence for the 3-parameter model providing the best fit. Additionally, the pseudo $r^2$ was the highest for the 3-parameter model for most animals. Figures for all model comparisons can be found in the Appendix (section A.2).
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Fig. 4.2 Key findings of a conventional analysis of the deterministic reversal learning task. Conventional measures in low-, medium- and high-compulsive rats. No statistically significant differences were found. LC - low-compulsive; MC - medium-compulsive; HC - high-compulsive.
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Fig. 4.3 RL model comparison.
A) BIC comparison of the 3-parameter and 2-parameter model, B) BIC comparison of the 3-parameter and 4-parameter model, C) BIC comparison of the 3-parameter and 3-parameter ‘forgetting model’, D) BIC comparison of the 3-parameter and 4-parameter ‘differential forgetting’ model. Dashed lines indicate a BIC difference of 2; continuous lines represent a BIC difference of 4.

The dotted lines in Fig. 4.2 represent the threshold for a small, but insignificant evidence for one model over the other, and the continuous lines represent the threshold for substantial evidence for one model compared to the other. Based on these figures, it can be seen that the 3-parameter model fits the data the best. Model fit for the 3-parameter model is significantly better than the 4-parameter model, since for most animals, the BIC is greater for the 4-parameter (92%) (Fig. 4.2.B). The likelihood ratio test confirms this, as the difference between the two models crosses the significance threshold for the majority of animals. When comparing the 2- and the 3-parameter models, fewer animals have a greater BIC on the 2-parameter model (51%), however, the animals that do, show significantly greater evidence for the 3-parameter model (23% have a BIC difference greater than 4, whereas none of the animals that have a lower BIC for the 2-parameter model cross that threshold) (Fig. 4.2.A).
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The log-likelihood test crossed the threshold of 3.842 in favour of the 3-parameter model for some animals, indicating that this model provides a better fit (for more details, see Appendix). This trend can also be observed when comparing pseudo $r^2$ values. The evidence for the 3-parameter vs the 3-parameter ‘forgetting’ model is insignificant across all measures (50% of animals show better fit of the 3-parameter model), indicating that both models provide good fit. The BIC values for most animals are greater for the ‘differential’ forgetting model than for the 3-parameter model, suggesting that the 3-parameter model fits the data better (81% show better model fit of the 3-parameter model). It was decided to proceed with the analysis of the 3-parameter model without a ‘forgetting’ term, as it is has been published in the context of cocaine-seeking in rats previously (Zhukovsky et al., 2019).

4.4.3 Reinforcement learning

Following the model comparisons, the RL parameters from the winning model with three parameters were statistically analysed in order to explore whether they differed between low-, medium- and high-compulsive rats. The RL parameter $\alpha$, which is the combined learning rate for reward and punishment, did not significantly differ based on compulsivity ($p=0.81$). $\beta$, the exploration vs exploitation parameter, was also the same across the three groups ($p=0.54$). However, $\kappa$, the autocorrelation parameter representing the tendency to select the same stimulus regardless of previous outcomes, was found to be significantly affected by compulsivity ($F(2,35)=3.34, p=0.047$). Specifically, the high-compulsive group had the highest levels of $\kappa$ (M=0.82, SD=0.26), followed by the medium-compulsive animals (M=0.68, SD=0.33) and low-compulsive animals having the lowest $\kappa$ values (M=0.50, SD=0.23). Pairwise comparisons found that this effect was driven by low- and high-compulsive groups having significantly different $\kappa$ values ($t(35)=2.46, p=0.049$). A summary of these results can be found in Fig. 4.4.
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Fig. 4.4 Box-plots of the Q-learning parameters.

RL parameters in low-, medium- and high-compulsive rats. Alpha ($\alpha$) is the learning rate from rewarded and non-rewarded trials on the DRL task; beta ($\beta$) is the inverse temperature parameter and kappa ($\kappa$) is the autocorrelation. LC - low-compulsive; MC - medium-compulsive; HC - high-compulsive. * – p<0.05
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4.4.4 Bayesian Learner model comparison

For the comparison of the BL models, different models with varying memory sizes were tested. The memory size affects how many previous trials the model has access to when calculating the likelihood of the reward sequence. The model with a memory size of 1 was used as the baseline for comparison. The results can be found in Fig. 4.5.

![Fig. 4.5 BL model comparison. A) Bayesian Information Criterion comparison of the Bayesian Learning models with a memory size of 1 and 4, B) BIC comparison of the BL models with a memory size of 1 and 7, C) BIC comparison of the BL models with a memory size of 1 and 10. The dashed lines represent a BIC difference of 2; the continuous lines represent a BIC difference of 4.](image)

As can be seen in the figures, increasing the memory size improved model fit, as reflected by lower BIC values. This was further supported by pseudo $r^2$ and log-likelihood measures. Although no animals crossed the threshold of 3.842 for the model with a memory size of 4, as the memory sizes were increased to 7 and 10, more animals crossed that threshold. When comparing the model with memory size 1 versus model with memory size 4, 79% of animals had a lower BIC for the model with memory size 4, however, the BIC difference was
never greater than 2. When increasing the memory size to 7 and 10, the same percentage of animals had a lower BIC for the model with a larger memory size, but more animals had a BIC difference close to or greater than 4. The model with a memory size of 10 was chosen, as this was found to be the best-fitting model.

4.4.5 Bayesian Learning results

The BL model did not reveal any additional insights into the behavioural mechanisms underlying compulsivity. The Hazard rate, which determines how much the posterior changes based on the data-driven likelihood versus how much it depends on the uniform prior distribution, was unaffected by higher levels of compulsivity (p=0.40). The $\beta$ and $\kappa$ parameters were also unaffected (p=0.39 and p=0.14, respectively). The results can be found in Fig. 4.6.

4.4.6 Simulations

The behavioural DRL data were simulated with the extracted parameters from the winning 3-parameter RL model. The simulated data were then analysed using a conventional approach. No statistically significant differences between any of the simulated conventional DRL measures were found, including win-stay, lose-shift, perseverative responding and total trials to criterion. This suggests that the winning model could successfully replicate the original DRL data.

4.4.7 Behavioural correlations

In order to identify how the RL and DRL measures relate to each other, these measures were correlated using Spearman’s correlation coefficient, as the measures were non-normally distributed. After correcting for multiple comparisons using FDR correction, a significant positive correlation between $\alpha$ and win-stay was found ($r(48)=0.40$, p=0.013). Furthermore, $\alpha$ was negatively correlated with total trials to criterion and number of perseverative errors ($r(48)=-0.36$, p=0.024 and $r(48)=-0.67$, p<0.001, respectively). It was also positively correlated with lose-shift ($r(48)=0.39$, p=0.015). $\beta$ was also positively correlated with lose-shift behaviour and negatively correlated with the number of perseverative errors ($r(48)=0.54$, p<0.001; $r(48)=-0.36$, p=0.024). $\kappa$ had a significant positive correlation with win-stay ($r(48)=0.57$, p<0.001) and a negative correlation with lose-shift behaviour ($r(48)=-0.43$, p=0.007). Moreover, it was found to be negatively correlated with the trials needed to reach criterion ($r(48)=-0.36$, p=0.024).
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Fig. 4.6 Results of the Bayesian Learner analysis. Bayesian Learner parameters in low-, medium- and high-compulsive rats. The Hazard rate, which determines what the posterior is most affected by; $\beta$ is the inverse temperature parameter and $\kappa$ is the autocorrelation. LC - low-compulsive; MC - medium-compulsive; HC - high-compulsive. * – p<0.05
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As discussed in the previous chapter, $\kappa$ is representative of the tendency to select the same response regardless of previous reinforcers, therefore, greater $\kappa$ values may lead to higher ‘stickiness’ and thus higher ‘staying’. The positive correlation between $\alpha$ and win-stay indicates that animals that learn more quickly from the feedback on previous trials tend to stay after a win rather than shifting their response and exploit the information they already know about that stimulus. Additionally, these animals reach a criterion more quickly and make fewer perseverative errors.

Interestingly, correlations between BL parameters and conventional PRL measures were also observed. The BL $\beta$ parameter was correlated with lose-shift, number of perseverative errors and total trials to criterion ($r(48)=-0.40, p=0.013; r(48)=0.52, p=0.001; r(48)=0.55, p<0.001$). Both the BL $\beta$ parameter and Hazard rate were correlated with the RL $\alpha$ parameter, although the former had a negative correlation and the latter a positive one ($r(48)=-0.60, p<0.001; r(48)=0.43, p=0.007$). The BL $\kappa$ parameter, on the other hand, had a positive and negative relationship with win-stay and lose-shift ($r(48)=0.45, p=0.004; r(48)=-0.76, p<0.001$), as well as a negative and positive correlation with the RL $\beta$ and $\kappa$ parameters ($r(48)=-0.40, p=0.013; r(48)=0.61, p<0.001$). A summary of all the statistics of these correlations can be found in Table 4.1 and Fig. 4.7.

Table 4.1 Summary table of statistics for the correlation analysis between conventional PRL and modelling parameters.

<table>
<thead>
<tr>
<th></th>
<th>Win-stay</th>
<th>Lose-shift</th>
<th>Perservative errors</th>
<th>Total trials to criterion</th>
<th>Alpha</th>
<th>Beta</th>
<th>Kappa</th>
<th>Hazard Rate</th>
<th>Beta BL</th>
<th>Kappa BL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Win-stay</td>
<td>-0.224</td>
<td>0.173</td>
<td>0.317</td>
<td>0.001</td>
<td>0.013</td>
<td>0.317</td>
<td>0.000</td>
<td>0.319</td>
<td>0.103</td>
<td>0.004</td>
</tr>
<tr>
<td>Lose-shift</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perservative errors</td>
<td>-0.164</td>
<td>-0.595</td>
<td>-0.000</td>
<td>0.098</td>
<td>0.000</td>
<td>0.024</td>
<td>0.107</td>
<td>0.124</td>
<td>0.001</td>
<td>0.059</td>
</tr>
<tr>
<td>Total trials to criterion</td>
<td>-0.523</td>
<td>0.042</td>
<td>0.273</td>
<td>-</td>
<td>0.024</td>
<td>0.204</td>
<td>0.024</td>
<td>0.059</td>
<td>0.000</td>
<td>0.136</td>
</tr>
<tr>
<td>Alpha</td>
<td>0.398</td>
<td>0.036</td>
<td>-0.672</td>
<td>-0.36</td>
<td>-</td>
<td>0.001</td>
<td>0.688</td>
<td>0.007</td>
<td>0.000</td>
<td>0.234</td>
</tr>
<tr>
<td>Beta</td>
<td>-0.163</td>
<td>0.541</td>
<td>-0.361</td>
<td>0.207</td>
<td>0.513</td>
<td>-</td>
<td>0.688</td>
<td>0.015</td>
<td>0.074</td>
<td>0.013</td>
</tr>
<tr>
<td>Kappa</td>
<td>0.567</td>
<td>-0.427</td>
<td>0.263</td>
<td>-0.362</td>
<td>0.069</td>
<td>-0.063</td>
<td>-</td>
<td>0.053</td>
<td>0.6</td>
<td>0.000</td>
</tr>
<tr>
<td>Hazard Rate</td>
<td>0.161</td>
<td>-0.112</td>
<td>-0.251</td>
<td>-0.306</td>
<td>0.431</td>
<td>0.389</td>
<td>0.316</td>
<td>-</td>
<td>0.000</td>
<td>0.688</td>
</tr>
<tr>
<td>Beta BL</td>
<td>-0.267</td>
<td>-0.403</td>
<td>0.523</td>
<td>-0.547</td>
<td>-0.603</td>
<td>-0.291</td>
<td>-0.089</td>
<td>-0.719</td>
<td>-</td>
<td>0.204</td>
</tr>
<tr>
<td>Kappa BL</td>
<td>0.452</td>
<td>-0.757</td>
<td>0.308</td>
<td>-0.242</td>
<td>-0.194</td>
<td>-0.398</td>
<td>0.608</td>
<td>0.063</td>
<td>0.208</td>
<td>-</td>
</tr>
</tbody>
</table>

Summary of r-values and p-values for the correlation analysis. The top right half of the table represents the p-values, and the bottom left shows the r-values. Cells highlighted in red show p-values < 0.05. BL - Bayesian Learner.
4.5 Imaging results

4.5.1 Structural MRI

Seven ROIs were selected to conduct a volumetric analysis on. The brain volumes for all animals from those ROIs were extracted for two time points, at PND 63 and between PND220-240, the latter being shortly before cocaine SA. This would highlight which structures may have been different before cocaine exposure between high-compulsive animals and low-compulsive animals. The seven ROIs included the NAcC, NAcS, CPu, AI, IL, PrL as well as the BLA. Figures for the latter three ROIs can be found in chapter 3 (Fig. 3.2), the NAcc core and shell, CPu and AI can be found in Fig. 4.8.
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Fig. 4.8 Masks of the regions used for the volumetric analysis.
A) nucleus accumbens core (X:91; Y:140,142,144; Z:32), B) nucleus accumbens shell (X:91; Y:138,140,142; Z:32), C) caudate putamen (X:101; Y:130,135,140; Z:44), D) anterior insular cortex (X:104; Y:141; Z:30).

LMEs were fitted to the volumes from each ROI separately. For all selected ROIs, only an effect of TP was observed, which is attributable to brain development still taking place between PND63 and PND220. No compulsivity×TP interactions were found, except for the NAcC (F(2,33)=3.17, p=0.055). This was mostly driven by an effect of brain growth between the two time points. The NAcC volumes were lower in the high-compulsive group (M=6.30, SD=0.45) at the second TP than the medium- and low-compulsive groups (M=6.63, SD=0.30 and M=6.46, SD=0.35, respectively), but this effect was non-significant (Fig. 4.9). Detailed information on the LME results for all ROIs can be found in the Appendix.

4.5.2 Correlations between RL parameters and structural volumes

In order to find out whether any of the selected ROIs at PND63 correlated with the Q-learning parameters, the ROI volumes for each animal were correlated with the parameters $\alpha$, $\beta$ and $\kappa$ using Spearman’s correlation coefficient. The brain volumes only from TP1 were used, as that is when behavioural testing took place and therefore any behavioural differences would relate to structural volumes at that time point. Following FDR correction for multiple comparisons, only the AI volume significantly correlated with one of the parameters, namely, the exploitation vs exploration parameter $\beta$. There was a positive correlation between these two measures ($r(45)=0.37$, $p=0.031$). This suggests that the AI is involved in mediating behaviours underlying the $\beta$ parameter. A follow-up of the relationship between the AI and
Fig. 4.9 Volumetric differences of the nucleus accumbens core volume between low-, medium- and high-compulsive animals.
NAcbC volumes for low-, medium- and high-compulsive animals, at PND63 and PND220-240. There is a significant compulsivity×TP interaction, however, this was mostly driven by differences in volume between the two time points. LC - low-compulsive; MC - medium-compulsive; HC - high-compulsive. (PND63 - LC: n=13; MC: n=16; HC: n=7; PND220-240 - LC: n=14; MC: n=9; HC: n=7.)
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$\beta$ using an analysis of covariance (ANCOVA) did not find any interactive effects between compulsivity and $\beta$ on AI volume. A results summary is shown in Fig. 4.10.

Fig. 4.10 Correlation matrix representing the relationship between RL parameters and ROI volumes for all animals.

The colour bar on the right-hand side represents the correlation strength. Alpha – $\alpha$ parameter representing the learning rate from rewarded and non-rewarded trials; Beta – the exploitation/exploration parameter $\beta$; Kappa – $\kappa$ the stickiness parameter. CPu - caudate putamen; NAcC - nucleus accumbens core; NAcS - nucleus accumbens shell.

4.6 Discussion

In this study, rats that underwent cocaine SA were behaviourally phenotyped prior to cocaine exposure, and brain scans were taken at multiple time points during development. As part of the behavioural testing, animals completed a DRL task. Based on animals’ behaviour during cocaine SA, animals were classified into low-, medium- and high-compulsive groups. A conventional analysis of the DRL task highlighted no behavioural differences between the three groups of animals, as measured using trials to criterion, win-stay, lose-shift and perseverative errors. Five reinforcement learning models were fit to the DRL data, with the winning model including the parameters $\alpha$, $\beta$ and $\kappa$. It was found that the parameter
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κ, which is representative of an animals' response stickiness, was significantly higher in high-compulsive compared to low-compulsive animals. This parameter was positively correlated with win-stay behaviour and negatively correlated with lose-shift behaviour. These correlations between κ and win-stay/lose-shift were also found in chapter 3, suggesting that despite κ being a measure of value-independent stickiness, it is reflected in lower shifting behaviours after both a win and a loss.

The structural MRI results made it possible to link the various computational parameters to neural substrates. Volumetric group differences were tested on seven ROIs, which included the NAcS and NAcC, CPu, AI, IL and PrL and the BLA. No differences between the different compulsivity groups were seen except in the NAcC, which was affected by a compulsivity×TP interaction. Brain volumes in the NAcC were lower in the high-compulsive group than in the other animals. Additionally, the volumetric data was related to the RL parameters, and the AI volume was found to be positively correlated with the RL parameter β. This provides a novel insight into which region mediates this parameter.

One of the RL models that was fitted to the data, the ‘forgetting’ model, also provided a good fit to the DRL data. This model included three parameters: a learning rate α, reward sensitivity μ1 and punishment sensitivity μ2. It did not include the two parameters β and κ in the softmax function, compared to the other 3-parameter model. This model was not selected for further analysis as it has not yet been published in the context of compulsivity and would therefore be difficult to interpret. However, the good model fit suggests that it was also able to capture the DRL data well and that the β and κ parameters are not necessarily required for explaining behaviour. The inclusion of the ‘forgetting’ mechanism may be the reason for improved model fit and appears to be an important aspect of behaviour on this task. In short, it may indicate that ‘forgetting’ of the non-chosen stimulus may be an important component of RL processes. The BL model also provided good fit to the data, however, none of the parameters from this model were found to be affected by different levels of compulsivity. Model fit was improved through increasing memory size, which gives the model access to a greater number of trials when calculating the Bayesian likelihood. Therefore, it appears that many previous trials influence decision-making. Incorporating memory size into RL models may thus also improve model fit and could capture behavioural dynamics even better.

Increased perseveration following illicit substance abuse has been reported across species. In rats, increased κ and heightened perseveration have been found following cocaine exposure, effects that have also been observed in humans (Allen and Leri, 2014; Ersche et al., 2008; Kanen et al., 2019; Zhukovsky et al., 2019). Here, we show that higher levels of κ are observed prior to the emergence of compulsive drug-taking, a finding that has not been made
in rats before and would be difficult to determine in humans. This suggests that increased $\kappa$ may predict compulsive drug use. In marmosets, it has been shown that excitotoxic lesions of the medial striatum or OFC, but not of the amygdala, result in perseverative impairments on reversal learning paradigms (Clarke et al., 2008). Similar observations have been made in rats, with increased perseverative responding following lesions of the DMS (Castañé et al., 2010). These studies indicate which areas might be underlying $\kappa$. Additionally, striatal and OFC regions have been shown to be affected in SUD in humans (Volkow et al., 1991, 1999, 2001). Specifically, activity in the OFC and its connections to brain areas including subcortical structures and the PFC is thought to be involved in impaired decision-making and drug craving in SUD (London et al., 2000). Therefore, higher $\kappa$ values may be an early indicator and precursor of compulsive drug abuse.

The NAc is a key part of the brain’s reward system and is involved in drug addiction (Koob and Volkow, 2009). In this chapter, we found a lower volume of the NAcC in high-compulsive compared to low- and medium-compulsive animals. In heroin-dependent individuals, reduced NAc volumes have been reported, assessed using MRI methods as well as post-mortem analyses (Müller and Homberg, 2015; Seifert et al., 2015). NAc volume was up to 16% lower in individuals with heroin-use disorder. NAc volume was additionally found to be negatively correlated with addiction severity. Although our findings in rats indicate volumetric differences before drug exposure, these findings provide support for differences in brain structure prior to the onset of SUD. Even though it would be difficult to investigate changes in brain volume prior to SUD onset in humans, findings from rodents are helpful in investigating neural and behavioural markers that may predispose to and predict substance abuse.

Only few studies have aimed to identify the neural substrates of RL parameters. Verharen and colleagues pharmacologically inactivated five PFC regions, namely the PrL, IL, IOFC, mOFC and ACC and modelled reversal learning data using RL models to explore how parameters were affected by reversible lesions (Verharen et al., 2020). Even though some of these inactivations lead to changes in RL parameters such as $\alpha_{\text{rew}}$, $\alpha_{\text{pun}}$ and $\kappa$, none of these areas seemed to modulate the $\beta$ parameter. Amygdala and OFC 5-HT depletion do not affect the $\beta$ parameter; but instead alter the other model parameters such as the learning rate and stickiness (Rygula et al., 2015). Thus, the finding that AI volume is correlated with the $\beta$ parameter provides a new, unexpected insight into the neural correlates of RL. However, it should be considered that this region does not have clearly defined boundaries in the rodent brain, raising the question of how reliable the use of this ROI is. The area was based on the Paxinos and Watson rodent atlas, therefore, it should to a certain extent
truly reflect this region. Nonetheless, future studies should aim to verify this and confirm whether the boundaries are not altered as a result of warping, an essential component of MRI pre-processing. The key roles of the AI are in its involvement in affective processing, including pain responses, expressions to disgust, fear, anxiety, and happiness (Uddin et al., 2017). Insular dysfunction has been implicated in many clinical conditions including SUD (Naqvi and Bechara, 2009). Since $\beta$ can be interpreted as sensitivity to reinforcement and due to the newly found link to the AI, $\beta$ may be interpreted as the affective component of RL. The following chapters aim to replicate the findings made in this and the previous chapter in humans. This will help to identify how translatable the behavioural results are, and whether the brain regions implicated in these measures are homologous across species.
Chapter 5

Reinforcement learning in patients with gambling disorder and substance use disorder

5.1 Introduction

The diagnoses for substance use disorder and gambling disorder both include criteria for unsuccessful attempts to stop substance abuse or gambling, jeopardising relationships and educational/career opportunities and financial troubles as a consequence of the disorder (APA, 2013). Since the DSM-5, GD has been categorised as a behavioural addiction. Compulsivity is defined as persistent actions inappropriate to a given situation, which have no clear relationship to the overall goal and frequently result in undesirable consequences (Dalley et al., 2011). Both GD and SUD are considered to be disorders of compulsivity, sharing similarities but also some differences (Leeman and Potenza, 2012; Robbins, 2012). The overlapping and diverging aspects of these two disorders of compulsivity, behaviourally and neurally, have yet to be clearly defined. Understanding of this could better inform development of new treatment strategies for compulsive disorders.

Behavioural inflexibility, a deficit in adapting to contingency changes in the environment, is a key feature of SUD (Smith et al., 2020). On the PRL task, stimulant-dependent individuals reportedly show increased perseverative responses to the previously correct stimulus after a contingency change (Ersche et al., 2011). This deficit can be normalised using the DA D_{2/3} receptor agonist pramipexole. However, increased perseverative responding is not found in subjects with OCD, suggesting that this is not a behaviour seen across compulsive
disorders generally (Ersche et al., 2011; Smith et al., 2015). Interestingly, cocaine-dependent individuals, but not amphetamine-dependent individuals, perseverate on reversal learning tasks (Ersche et al., 2008). In rats, deficits in reversal learning as a result of cocaine exposure over a period of 2 weeks have been observed (Jentsch et al., 2002). Methamphetamine exposure in rats resulted in similar impairments (Cheng et al., 2007; Izquierdo et al., 2010). In monkeys, protracted exposure to cocaine resulted in long-lasting deficits in reversal learning (Jentsch et al., 2002). Overall, evidence from several species indicates long-term reversal learning deficits in the form of excessive perseveration arising from cocaine exposure. In humans, cocaine use in particular has been associated with maladaptive perseveration (Ersche et al., 2008).

Inflexible responding on cognitive flexibility tasks has also been observed in pathological gamblers (PGs) (Jara-Rizzo et al., 2020; Perandrés-Gómez et al., 2021). Specifically, patients with GD struggle to learn new stimulus-outcome associations following contingency reversals. In the face of repeated negative outcomes, PGs are more likely to stay rather than switch their response on a PRL task or switch prematurely following little or no negative feedback. This suggests maladaptive responding in GD after feedback, as well as behavioural inflexibility when there are changes in the environment (Perandrés-Gómez et al., 2021). An additional study investigated behavioural differences on the IED task, which is also used to measure cognitive flexibility, in PGs between the ages of 18-29 (Leppink et al., 2016). Similarly to the PRL task, participants with GD performed worse on this paradigm and a positive correlation between IED errors and gambling severity was found, as well as a positive correlation with self-reported measures of compulsivity. A meta-analysis including nine studies employing the WCST showed that individuals with GD made more perseverative errors than control participants (van Timmeren et al., 2018). Thus, patients with GD are generally impaired on tasks of cognitive flexibility and show increased perseverative tendencies, as are patients with SUD.

Neuroimaging studies in GD report that prefrontal cortical areas are differentially recruited in reward processing (Leeman and Potenza, 2012). Perseveration on a PRL task has been linked to lower activity in the right vlPFC after positive and negative feedback (Ruiter et al., 2008). The vmPFC, which is active in healthy participants on monetary reward tasks such as the IGT and loss-chasing tasks, is important for tracking expected reward outcomes and reward processing (Campbell-Meiklejohn et al., 2008; Li et al., 2010). In GD, however, vmPFC activation is lower than in healthy individuals on such tasks and activity has been shown to be negatively correlated with gambling severity (Habib and Dixon, 2010; Reuter et al., 2005). On the IGT, PGs showed greater activity in the right caudate, OFC, vmPFC,
superior frontal gyrus, amygdala and hippocampus during high-risk choices (Power et al., 2012). These findings point to altered reward processing in GD and suggest the involvement of cortical areas such as the vmPFC and OFC, as well as subcortical structures.

Similarly to PGs, cocaine abusers reportedly exhibit lower BOLD signals in response to monetary gain or loss in the OFC compared to healthy controls (Goldstein et al., 2007). On the IGT, on the other hand, the right OFC shows stronger signals, whereas the dorsomedial and medial PFC have weakened activity than in control participants (Bolla et al., 2003). Reversal learning is known to be mediated by circuits involving the dmPFC, dlPFC and vlPFC, amygdala and striatum (Cools et al., 2002). Altered PFC and striatal activity has been found during reversal learning tasks in cocaine abusers. For example, it has been reported that SDIs have reduced activity in the caudate nucleus and MFG following perseverative errors (Ersche et al., 2011). Additionally, resting-state functional connectivity in the dlPFC and SFG was greater in participants with CUD, and was positively correlated with reversal learning performance (Camchong et al., 2011). A meta-analysis including fifty-two studies found that OFC activity is consistently altered in cocaine abusers compared to healthy individuals across a variety of behavioural tasks (Dom et al., 2005). Thus, PFC and striatal areas seem to be affected in CUD, with some of the highlighted areas overlapping with those found to be altered in GD.

In this study, a previously published dataset from (Verdejo-Garcia et al., 2015) including patients with CUD and GD was analysed using novel computational methods. Participants completed the PRL task in an fMRI scanner. In the original publication, conventional PRL measures from the behavioural data were calculated and compared between groups. It was found that only the perseveration error rate was increased in the GD group, and no measures in CUD were different. Neurally, both patient groups showed reduced vlPFC activations on response shifting following a reversal, pointing to a common mechanism in both addictive disorders. Participants from the CUD group had a greater signal in the dmPFC than the GD group during perseveration.

The aim of this chapter was to analyse the behavioural data using RL models, which could highlight differences in the latent behavioural mechanisms due to its more sensitive trial-by-trial approach. Additionally, the imaging data provides an opportunity to relate the computational parameters to neural substrates in humans. To our knowledge, a RL analysis has not been fitted to PRL data from GD patients before, providing novel insights into another disorder of compulsivity. Furthermore, the findings in CUD could be linked to the analysis conducted in rodents in chapter 4. Based on previous publications, it was hypothesised that the winning RL model would contain at least one type of stickiness parameter, which would
be increased in GD and CUD. Neurally, it was predicted that the reward learning rate would be linked to activity in the amygdala and OFC, and that stickiness would be reflected in vmPFC and dACC activity.

5.2 Methods

5.2.1 Participants

Fifty-six people participated in this study. Twenty individuals met the criteria for cocaine dependence but no other Axis I or II disorder based on the DSM-IV, eighteen individuals met the DSM-IV-TR criteria for pathological gambling and eighteen control participants that did not meet the criteria for any Axis I or II disorders. The groups did not differ in age, years of education, or IQ as measured by the Kaufman Brief Intelligence Test (Kaufman and Kaufman, 2014) (Table 5.1).

Cocaine users and gamblers were recruited in the outpatient clinic Centro Provincial de Drogodependencias Granada, Spain, and Asociacion Granadina de Jugadores en Rehabilitacion Granada, Spain, respectively. The individuals had to meet the following inclusion criteria: 1) aged between 18-45 years; 2) estimated IQ level above 80; 3) meeting the DSM-IV-TR criteria for cocaine dependence or pathological gambling; 4) having commenced treatment; 5) having been abstinent for more than 15 days. Abstinence was ensured using two urine tests per week plus a test on the scanning day. Gambling abstinence was ensured by self-assessment and confirmation from relatives. The exclusion criteria included: 1) diagnosis of another Axis I or II disorder, except alcohol misuse or nicotine addiction; 2) history of head injury, neurological disease or any other diseases affecting the central nervous system; 3) having undertaken other treatments in the two years prior to the study; 5) court-mandated treatment. Axis I disorders were assessed using Structured Clinical Interview for DSM-IV Axis I Disorders (SCID-I-CV) and Axis II disorders with the International Personality Disorders Examination (IPDE) (First, 1997; Loranger, 1994). Controls were recruited from local agencies. All diagnoses were made by a registered clinical psychologist. The study was approved by the Ethics Committee for Research in Humans, University of Granada, Spain. All participants confirmed their voluntary participation by signing an informed consent form. Participants were all equally reimbursed for their time. The data were collected by Prof Verdejo-Garcia and colleagues and were kindly shared with us for this analysis. The data analysis was mostly conducted by myself, with advice from Dr Jon Kanen (Department of Psychology, University of Cambridge) and Dr Rudolf Cardinal (Department of Psychiatry,
University of Cambridge). The scripts used for RL modelling were written by Dr Rudolf Cardinal and adjusted by myself.

5.2.2 Probabilistic Reversal Learning Task

The same PRL task as in (Cools et al., 2002) was used in this study. Individuals were presented with two stimuli, which were abstract, coloured patterns, to the right and left visual fields. The location of the stimuli was randomised. Participants were informed that one stimulus was the ‘correct’ stimulus (CS+), whereas the other stimulus was the ‘incorrect’ stimulus (CS-). Participants had to learn via trial-and-error which stimulus was correct, and which was incorrect. After a certain number of trials, the contingencies would reverse, and the individual would have to learn that the other stimulus was now the ‘correct’ one. Given that this was a probabilistic task, the CS+ was rewarded only 85% of trials, whereas the CS- was rewarded on 15% of trials. Subjects were trained on this task prior to the scan; however, different stimuli were used. In the scanner, they had to complete three consecutive blocks of 11 mins each. Each block included 10 discrimination stages and thus 9 reversals. Contingency reversals occurred after 10 to 15 correct responses.

Stimuli were presented through magnetic-resonance-compatible liquid-crystal display goggles (Resonance Technology, Northridge, CA, USA). Behavioural responses were recorded through a five-button box, Evoke Response Pad System (Resonance Technology Inc.). Stimuli were presented for 2000 ms. Participants would have to respond during this time, otherwise, a ‘too late’ message was shown. Responses were made using a button box placed on the subject’s chest. When a ‘correct’ response was made, a green smiley face was shown after the response. When an ‘incorrect’ response was made, a red sad face was presented. The feedback stimuli were shown for 500 ms, during this time the stimulus was still shown. After feedback presentation, there was a variable inter-trial interval. The length was determined by the programme, so that the overall interval between stimuli was 3253 ms.

5.2.3 Correlation analysis between conventional and modelling PRL measures

The relationship between the RL and conventional PRL measures was investigated through a correlation analysis using Spearman’s rank coefficient, as the data were non-normally distributed, accounting for multiple comparisons with FDR correction (Benjamini and Hochberg, 1995). The statistical analyses were run in R: A Language and Environment
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Fig. 5.1 Diagram of the probabilistic reversal learning task.
Task procedure is shown from bottom to top. Participants are presented with two abstract visual stimuli, and they have to learn through trial-and-error which of the two stimuli is associated with a reward. Following a certain number of correct trials, the contingencies are reversed. Feedback is presented following the subject’s response and is either a smiley face or a sad face. From (Cools et al, 2002).
5.2 Methods

for Statistical Computing (R Core Team, 2020). For all analyses, significance was considered to be below p=0.05.

5.2.4 Imaging data acquisition

Participants were scanned in a 3.0 Tesla clinical MRI scanner with an eight-channel phased-array head coil (Intera Achieva, Philips Medical Systems, Eindhoven, The Netherlands). Three T2*-weighted scans using an EPI sequence were scanned initially (TR = 2000 ms, TE = 35 ms, FOV = 230x230 mm, 96x96 matrix, flip angle = 90°, 21 4-mm axial slices, 1-mm gap, 330 scans each). Next, a sagittal three-dimensional T1-weighted turbo-gradient-echo sequence was obtained (160 slices, TR = 8.3 ms, TE = 3.8 ms, flip angle = 8°, FOV = 240x240, 1 mm³ voxels). Functional MRI scans were pre-processed as described in section 2.2.3.

5.2.5 First-level models

First-level linear models were fit to fMRI data using FEAT (FSL) (Woolrich et al., 2001). This was done for each run and included the following events: (1) reward Expected Value (EV), (2) positive Reward Prediction Error (RPE), (3) negative RPE, (3) punishment EV, (5) positive Punishment Prediction Error (PPE), (6) negative PPE and (7) feedback/cue presentation. The values for expected value and prediction errors were extracted for each trial from the winning Q-learning model. Explanatory variables 1-6 were based on the extracted values of prediction error and reward or punishment cue values. The model was based on the analysis conducted in (Murray et al., 2019). The RPE is when a reward is expected; it is positive if the reward is received, and negative when it is omitted. The PPE is when the subject expects a punishment and is positive when a reward is received and is negative when the reward is omitted. The model also contained six movement parameters (x, y, z, pitch, roll, yaw) resulting from the image realignment to control for movement artefacts.

5.2.6 Higher-level models

In the second-level models, the first-level models for each subject were averaged across the three runs. Contrasts were subsequently examined in a third-level mixed-effects whole-brain analyses involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05 (Woolrich et al., 2004). The contrasts tested group differences in each of the explanatory variables (control vs gambling disorder; control vs cocaine use disorder;
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(gambling disorder vs cocaine use disorder). An additional exploratory analysis was run, namely, an ANCOVA. In this analysis, the model parameters from the winning RL model were extracted for each individual and included as a variable for each event type, which are described in the previous subsection. This analysis takes into account the different groups and explores whether there are any group differences in the correlation between activity in a given region and a RL parameter. RL parameters were also correlated with BOLD signal from all subjects, regardless of group. FSLeyes was used to generate the results figures (Smith et al., 2004). In these figures, the right and left sides are inverted from the observer’s perspective.

5.3 Results

5.4 Behavioural findings

5.4.1 Demographic information

No statistically significant differences in demographic features such as age, gender, IQ, handedness or years of education between the three groups were found. More detailed information is shown in table 5.1.

Table 5.1 Demographic information and results.

<table>
<thead>
<tr>
<th></th>
<th>Healthy controls (n=18)</th>
<th>Gamblers (n=18)</th>
<th>Cocaine users (n=20)</th>
<th>Group comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age (SD)</td>
<td>31.2 (4.7)</td>
<td>33.6 (8.0)</td>
<td>34.3 (6.9)</td>
<td>F(2,54) = 1.43, p=0.35</td>
</tr>
<tr>
<td>Gender (F)</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>F(2,54) = 0.93, p=0.77</td>
</tr>
<tr>
<td>Verbal IQ (SD)</td>
<td>106.9 (9.0)</td>
<td>102.7 (7.4)</td>
<td>100.9 (7.6)</td>
<td>F(2,54) = 2.31, p=0.082</td>
</tr>
<tr>
<td>Years of education (SD)</td>
<td>10.6 (1.9)</td>
<td>10.3 (2.1)</td>
<td>9.8 (1.7)</td>
<td>F(2,54) = 1.37, p=0.47</td>
</tr>
<tr>
<td>Handedness (L)</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>F(2,54) = 1.54, p=0.19</td>
</tr>
</tbody>
</table>

F - female; L - left; SD - standard deviation. A table based on the same dataset has been published in (Verdejo-Garcia et al., 2015), however, this is an original representation of the data.

5.4.2 Conventional PRL measures

There was no main effect of group on the proportion of correct responses (F(2,53)=1.41, p=0.25). Neither were there any group differences in win-stay or lose-shift behaviour, regardless of the previous trial being correct or incorrect (p=0.66, p=0.25 and p=0.66, respectively). The number of perseverative responses between healthy controls (HCs) and patients also did not differ (F(1,54)=0.26, p=0.77). A summary of the results can be found...
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in Fig. 5.1. These findings align with the results from the study originally published by (Verdejo-Garcia et al., 2015).

5.4.3 Choosing the winning model

Seven different RL models were fitted to the data and compared with each other in order to select the RL model that fits the behavioural data the best. Model comparison results are presented in Table 5.2. All parameters and contrasts had an $\hat{R} < 1.1$, indicating satisfactory model convergence. The maximum $\hat{R}$ in this dataset was 1.006. The best-fitting model was determined using a bridge sampling estimate of the marginal likelihood. This winning model included five parameters: the reward learning rate, which represents how quickly a subject updates its behaviour in response to positive feedback; the punishment learning rate, representing learning from punishment; reinforcement sensitivity, also known as the exploitation vs exploration parameter; stimulus stickiness, which is the tendency to select the same stimulus regardless of outcome, and side stickiness, the tendency to select the same side, irrespective of previous outcome.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name</th>
<th>Parameters</th>
<th>Log marginal likelihood</th>
<th>Log posterior P</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Model 1</td>
<td>$\alpha_{rew}$, $\alpha_{pun}$, $\beta$, $\kappa_{side}$</td>
<td>-13168.48</td>
<td>-582.60</td>
</tr>
<tr>
<td>1</td>
<td>Model 2</td>
<td>$\alpha_{rew}$, $\alpha_{pun}$, $\beta$, $\kappa_{side}$, $\kappa_{stim}$</td>
<td>-11139.35</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>Model 3</td>
<td>$\alpha_{rew}$, $\alpha_{pun}$, $\beta$, $\kappa_{stim}$</td>
<td>-13003.72</td>
<td>-417.85</td>
</tr>
<tr>
<td>4</td>
<td>Model 4</td>
<td>$\alpha_{rew}$, $\alpha_{pun}$, $\beta$</td>
<td>-13130.08</td>
<td>-544.21</td>
</tr>
<tr>
<td>3</td>
<td>Model 5</td>
<td>$\alpha$, $\beta$, $\kappa_{stim}$</td>
<td>-13018.42</td>
<td>-432.54</td>
</tr>
<tr>
<td>6</td>
<td>Model 6</td>
<td>$\phi$, $\rho$, $\beta$</td>
<td>-13161.24</td>
<td>-575.36</td>
</tr>
<tr>
<td>5</td>
<td>Model 7</td>
<td>$\alpha$, $\beta$</td>
<td>-13159.06</td>
<td>-573.18</td>
</tr>
</tbody>
</table>

Additionally, the posteriors of the parameters from the winning model were visually inspected to ensure that the posterior distributions were properly distributed, i.e., the mean and standard deviations of each group had been properly updated from the initial prior distributions, which were beta distributions for the learning rates, a gamma distribution for the reinforcement sensitivity parameter, and normal distributions for the stickiness parameters (see Table 2.1). The posterior distributions can be seen in Fig. 5.3.

5.4.4 RL analysis

Fig. 5.4. shows the results of the hierarchical Bayesian RL analysis from the winning 5-parameter model. It shows the differences between the parameters from the model for
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Fig. 5.2 Key findings of a conventional analysis of the PRL task.

(From previous page). Proportion correct responses; win-stay behaviour; lose-shift behaviour after a correct and an incorrect response and number of perseverative responses was calculated for all subjects from the three groups: healthy controls (HC), Gambling Disorder (GD) and Cocaine Use Disorder (CUD). No significant group differences were found.

the HC, GD and CUD groups. Neither of the learning rate parameters were altered in GD or CUD. The reward learning rate was significantly lower in the CUD than the GD group (difference in parameter per-group mean, posterior 75% highest posterior density interval (HDI)). This was also the case for the reinforcement sensitivity parameter (also known as the exploitation vs exploration parameter). The side stickiness parameter, the tendency to repeat a choice on the same side regardless of outcome of that option on previous trials, was also not significantly changed in either patient group, although a trend towards increased side stickiness in both GD and CUD could be seen. At 75% HDI, a decrease in stimulus stickiness in GD was found, but there was no increase or decrease in the CUD group.

<table>
<thead>
<tr>
<th>Group differences</th>
<th>mean ± 75/95% HDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reward rate: GD - HC</td>
<td></td>
</tr>
<tr>
<td>Reward rate: SUD - HC</td>
<td></td>
</tr>
<tr>
<td>Reward rate: SUD - GD</td>
<td></td>
</tr>
<tr>
<td>Punishment rate: GD - HC</td>
<td></td>
</tr>
<tr>
<td>Punishment rate: SUD - HC</td>
<td></td>
</tr>
<tr>
<td>Punishment rate: SUD - GD</td>
<td></td>
</tr>
<tr>
<td>Reinf. sensitivity: GD - HC</td>
<td></td>
</tr>
<tr>
<td>Reinf. sensitivity: SUD - HC</td>
<td></td>
</tr>
<tr>
<td>Reinf. sensitivity: SUD - GD</td>
<td></td>
</tr>
<tr>
<td>Side stickiness: GD - HC</td>
<td></td>
</tr>
<tr>
<td>Side stickiness: SUD - HC</td>
<td></td>
</tr>
<tr>
<td>Side stickiness: SUD - GD</td>
<td></td>
</tr>
<tr>
<td>Stimulus stickiness: GD - HC</td>
<td></td>
</tr>
<tr>
<td>Stimulus stickiness: SUD - HC</td>
<td></td>
</tr>
<tr>
<td>Stimulus stickiness: SUD - GD</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5.4 Results of the hierarchical Bayesian Q-learning model.

GD - gambling disorder; SUD - substance use disorder; HC - healthy controls; Reinf sens - reinforcement sensitivity; Stim - stimulus; HDI - highest density interval.

5.4.5 Relating conventional parameters and depression score ratings to RL parameters

Through correlating PRL and RL measures with each other using Spearman’s rank coefficient, the relationships between them could be better understood. $\alpha_{rew}$ had a positive
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Fig. 5.3 Posterior distributions of parameters from the winning 5-parameter QL model. GD - gambling disorder; CUD - cocaine use disorder; HC - healthy controls; Reinf - reinforcement; Stim - stimulus.
correlation with the proportion of correct responses, win-stay and lose-shift incorrect, as well as a negative relationship with trials required to reach a criterion (Fig. 5.5) $\alpha_{\text{non-rew}}$ was correlated with all conventional parameters except the number of perseverative responses. It had a negative relationship with proportion of correct responses and win-stay, but a positive correlation with trials to criterion and lose-shift behaviour. $\beta$ was also correlated with most measures, except lose-shift after a correct response and perseverative responses. Surprisingly, $\kappa_{\text{side}}$ was not correlated with any conventional measures. However, $\kappa_{\text{stim}}$ had a strong negative correlation with lose-shift after a correct and incorrect response ($r(55) = -0.62, p<0.001$ and $r(55) = -0.58, p<0.001$, respectively).

The parameter $\beta$ was positively correlated with $\alpha_{\text{rew}}$, and $\kappa_{\text{stim}}$ negatively correlated with $\alpha_{\text{non-rew}}$ ($r(55) = 0.46, p=0.002$ and $r(55) = -0.45, p=0.002$, respectively). Some conventional measures were strongly correlated with each other, for example, the proportion of correct responses was negatively correlated with trials to criterion and win-stay behaviour ($r(55) = -0.98, p<0.001$ and $r(55) = 0.92, p<0.001$, respectively).

### 5.4.6 Simulations

Simulations of the behavioural data using the values from the winning Q-learning model parameters were run to establish whether the computational models would be able to replicate participant behaviour. Indeed, when the simulated behaviour was analysed using a conventional approach, there were no statistically significant differences between the groups on any of the measures. This indicated that the model was able to capture the behavioural dynamics of three different subject groups on the PRL task.

### 5.4.7 DDM analysis

A DDM, as described in section 2.1.3, was also applied to the PRL task data to capture further differences in decision-making. Unlike the RL models, this model includes response times to generate parameter estimates, therefore, presenting a different perspective of behaviour on the PRL task. The four parameters in this model are: $\alpha$, the boundary separation; $\beta$, the starting bias; $\delta$, the drift rate and $\tau$, the non-decision time. Prior to running this model, response latencies between the groups were compared to guide the DDM analysis. An LME model including solely the effect of group found no differences ($F(1,54)=2.28, p=0.14$) (Fig. 5.5). However, when a groupxsession interaction was included, the interactive factor was found to be significant ($F(1,162)=4.47, p=0.011$), as was the session factor ($F(1,162)=82.9, p<0.001$). LME model comparisons using measures such as the BIC and log-likelihood
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Fig. 5.5 Correlation matrix representing the relationship between conventional PRL measures and RL parameters.

The colour bar on the right-hand side represents the correlation strength using Spearman’s rank coefficient. Values in cells in the top right half of the figure indicate p-values, value in bottom left indicate r-values. PropCor - Proportion of correct responses; Trials-to-crit - Trials to criterion; Win-stay-corr - win-stay after a correct response; Lose-shift-corr - lose-shift after a correct response; Lose-shift-incorrect - lose-shift after an incorrect response; $\alpha_{rew}$ – $\alpha_{rew}$ parameter representing the learning rate from reward; $\alpha_{non-rew}$ parameter representing the learning rate from punishment; Beta – the exploitation/exploration parameter $\beta$; Kappa_stim - $\kappa_{side}$, side stickiness parameter; Kappa_stim - $\kappa_{stim}$, stimulus stickiness parameter.
indicated that the model including the interactive term fit the data better (BIC: -263.22 vs -251.45, log-likelihood: 168.21 vs 128.67). The latency of participants with GD was lower than that of healthy controls ($t(35)=3.12$, $p=0.002$), whereas reactions times of the CUD group were higher overall ($t(55)=-19.22$, $p<0.001$). Across the three sessions, RTs decreased for all groups, however, the RT increased between the second and the third session for the CUD group only ($t(39)=2.45$, $p=0.014$) (Fig. 5.7).

The DDM model results showed that the parameter was the same across the three groups ($p=0.16$), indicating that the boundary separation was the same for all participants. This was also the case for the starting bias $\beta$ ($p=0.86$), drift rate $\delta$ ($p=0.90$) and $\tau$ ($p=0.56$) (Fig. 5.8). In summary, the DDM model did not highlight any differences in decision-making between HCs and the patient groups, even though differences were observed in the response latencies.

5.4.8 RL-DDM

In addition to the RL and DDM models explored, a novel model combining these two models was tested (the RL-DDM model). Since stimulus stickiness was found to be altered in the GD group and the latencies across sessions were different between the groups, it was hypothesised that the RL-DDM model would be able to capture these changes. The RL-DDM model substitutes the softmax distribution function, which is used to calculate the probability of choosing a stimulus on the next trial, with the WFPT, as is employed in the standard DDM. The four parameters included in this model were $a$, the decision threshold; $v$, the scaling parameter; $t$ the non-decision time and $alpha$, the learning rate. Convergence was confirmed using the Gelman-Rubin statistic ($\hat{R}$), which indicates good convergence below 1.1. Further, it was confirmed that there was no collinearity between the parameters, as can be seen in Fig. 5.9. Next, LMEs were fit to the extracted RL-DDM parameters. No statistically significant group differences were found between any of the parameters ($a$: $p=0.29$, $v$: $p=0.54$, $t$: $p=0.56$, $alpha$: $p=0.79$) (Fig. 5.10).
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Fig. 5.6 Density plot of the latency distributions on the PRL task. Latency distributions for all subjects from the three groups: healthy controls (HC), gambling disorder (GD) and cocaine use disorder (CUD). No significant group differences were found.
Latencies across the three runs for healthy controls (HC), gambling disorder (GD) and cocaine use disorder (CUD) groups. Across the three sessions, reaction times decreased for all groups, however, the reaction time increased between the second and the third session for the CUD group only (t(39)=2.45, p=0.014). Group 1 - healthy controls, group 2 - gambling disorder, group 3 - cocaine use disorder.
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Fig. 5.8 Results from the drift diffusion model analysis. DDM parameters from the three groups: healthy controls (HC), gambling disorder (GD) and cocaine use disorder (CUD). The parameters are $\alpha$, the boundary separation; $\beta$, the starting bias; $\delta$, the drift rate; and $\tau$, the non-decision time. No significant group differences were found.
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Fig. 5.9 Testing for collinearity between the RL-DDM parameters. Checking for collinearity between the four RL-DDM parameters, which are: $\alpha$, the decision threshold; $\nu$, the scaling parameter; $t$, the non-decision time; and $\alpha$, the learning rate. There is only a low correlation between the parameters, thus, no obvious collinearity can be seen, indicating that the model can be used for further analyses.
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Fig. 5.10 Results from the RL-DDM analysis.

RL-DDM parameters for the three groups: healthy controls (HC), gambling disorder (GD) and cocaine use disorder (CUD). The parameters are $a$, the decision threshold; $v$, the scaling parameter; $t$, the non-decision time; and $\alpha$, the learning rate. No significant group differences were found.
5.5 Imaging results

5.5.1 Response to feedback/cue presentation

As described in the methods, the model fitted to the task-based fMRI data included seven explanatory variables: (1) reward EV; (2) positive RPE; (3) negative RPE; (3) punishment EV; (5) positive PPE; (6) negative PPE and (7) feedback/cue presentation. Differences in the last explanatory variable, which is the simultaneous presentation of feedback and cue, highlighted that participants with GD have greater activity in the lateral occipital cortex, cingulate gyrus, parahippocampal gyrus, precuneus cortex, middle temporal gyrus and supramarginal gyrus. The CUD group also had significant activations following feedback presentation, however, these were found in the frontal pole, SFG, IFG, precentral gyrus, superior parietal lobule, supramarginal gyrus, precuneus cortex, angular gyrus and lateral occipital cortex. Additionally, the CUD vs GD contrast highlighted greater activity in the insular cortex, IFG and frontal operculum during feedback presentation in the CUD group. The results figures and tables can be found in the Appendix (section B.2).

5.5.2 Brain activity during reward and punishment expected value tracking in Gambling Disorder

Furthermore, it was found that when tracking reward EV, participants with GD showed greater activations in the frontal pole, OFC, SFG, amygdala, hippocampus, parahippocampal gyrus, NAc, lateral occipital cortex, superior, inferior and middle temporal gyri, as well as the precuneus cortex and PCCx than healthy controls. This can be seen in Fig. 5.11, with information on all the activations summarised in table 5.3. The effects were lateralised to the left hemisphere.

The opposite trend was observed for the punishment EV, as control participants showed greater brain activity in the superior parietal lobule, pre- and postcentral gyri and the precuneus cortex, parietal operculum, supramarginal gyrus and angular gyrus (Fig. 5.12, table 5.4). Although the activations were seen in both hemispheres, they were more pronounced in the right hemisphere. These results indicate an imbalanced neural response to tracking expected reward and punishment values in patients with gambling disorder.
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Table 5.3 Reward expected value tracking GD vs controls contrast summary.

<table>
<thead>
<tr>
<th>Name</th>
<th>BA</th>
<th>Side</th>
<th>MNI coordinates (X, Y, Z)</th>
<th>Number of voxels</th>
<th>Volume (mm^3)</th>
<th>Mean z-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Middle Temporal Gyrus</td>
<td>21</td>
<td>L</td>
<td>-57, -6, -17</td>
<td>365</td>
<td>5893</td>
<td>3.63</td>
</tr>
<tr>
<td>Precuneous Cortex</td>
<td>7</td>
<td>L</td>
<td>-3, -66, 33</td>
<td>224</td>
<td>3617</td>
<td>3.68</td>
</tr>
<tr>
<td>Cingulate Gyrus</td>
<td>24, 32</td>
<td>L</td>
<td>-9, -50, 27</td>
<td>182</td>
<td>2939</td>
<td>3.71</td>
</tr>
<tr>
<td>Superior Temporal Gyrus</td>
<td>22, 42</td>
<td>L</td>
<td>-46, -14, -8</td>
<td>112</td>
<td>1808</td>
<td>3.49</td>
</tr>
<tr>
<td>Lateral Occipital Cortex</td>
<td>19</td>
<td>L</td>
<td>-57, -62, -6</td>
<td>97</td>
<td>1566</td>
<td>3.79</td>
</tr>
<tr>
<td>Hippocampus</td>
<td>28</td>
<td>L</td>
<td>-21, -10, -24</td>
<td>81</td>
<td>1308</td>
<td>3.45</td>
</tr>
<tr>
<td>Amygdala</td>
<td></td>
<td>L</td>
<td>-23, -5, -17</td>
<td>68</td>
<td>1098</td>
<td>3.41</td>
</tr>
<tr>
<td>Parahippocampal gyrus</td>
<td>27</td>
<td>L</td>
<td>-17, -10, -24</td>
<td>59</td>
<td>953</td>
<td>3.38</td>
</tr>
<tr>
<td>Inferior Temporal Gyrus</td>
<td>20</td>
<td>L</td>
<td>-57, -57, -13</td>
<td>29</td>
<td>468</td>
<td>3.42</td>
</tr>
</tbody>
</table>

Summary of fMRI peak activity for the reward EV GD vs controls contrast (whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05). The indicated areas show greater activity in participants with GD than healthy controls. BA – Brodmann area; MNI – Montreal Neurological Institute template.

Fig. 5.11 GD vs control contrast for reward EV.

Areas of the contrast highlighting differences in tracking reward EV between participants with gambling disorder and healthy controls (MNI coordinates: X=-16, Y=58, Z=34). Activity was higher in the GD group in areas including the amygdala and hippocampus. Colour bar on the right-hand side represents t-statistic.
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Table 5.4 Punishment expected value tracking controls vs GD contrast summary.

Summary of fMRI peak activity for the punishment EV controls vs GD contrast (whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05). The indicated areas show greater activity in controls than participants with GD. BA – Brodmann area; MNI – Montreal Neurological Institute template.
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Fig. 5.12 Control vs GD contrast for punishment EV.
Coronal slices of the areas in the contrast highlighting differences in tracking punishment EV between control participants and patients with GD (MNI Y = -24 to -17). Activity was higher in the control group in the highlighted areas. Colour bar on the right-hand side represents t-statistic.

5.5.3 Neural signal to positive and negative punishment prediction errors is affected in Cocaine Use Disorder

The response to positive and negative PPEs highlighted an additional imbalance in neural activity, however, this was observed in participants with CUD. The CUD group showed lower activity in the left SFG and paracingulate gyrus following positive PPE than control participants. In response to the negative PPE, however, the CUD group showed greater activation in the left SFG and left MFG than controls. These results are shown in figures 5.13 and 5.14 and tables 5.5 and 5.6, respectively. Otherwise, no differences in the other explanatory variables such as positive RPE or negative RPE were found between the groups.
## 5.5 Imaging results

### Table 5.5 Positive PPE controls vs CUD contrast summary.

<table>
<thead>
<tr>
<th>Name</th>
<th>BA</th>
<th>Side</th>
<th>MNI coordinates (X, Y, Z)</th>
<th>Number of voxels</th>
<th>Volume (mm³)</th>
<th>Mean z-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontal Pole</td>
<td>10</td>
<td>L</td>
<td>-7, 47, 46</td>
<td>405</td>
<td>6539</td>
<td>2.91</td>
</tr>
<tr>
<td>Frontal Pole</td>
<td>10</td>
<td>R</td>
<td>9, 45, 46</td>
<td>44</td>
<td>710</td>
<td>2.80</td>
</tr>
<tr>
<td>Middle Temporal Gyrus</td>
<td>21</td>
<td>L</td>
<td>-57, -6, -17</td>
<td>365</td>
<td>5893</td>
<td>3.63</td>
</tr>
<tr>
<td>Superior Frontal Gyrus</td>
<td>8, 9</td>
<td>L</td>
<td>-2, 47, 45</td>
<td>292</td>
<td>4715</td>
<td>2.88</td>
</tr>
<tr>
<td>Superior Frontal Gyrus</td>
<td>8, 9</td>
<td>R</td>
<td>6, 44, 49</td>
<td>49</td>
<td>791</td>
<td>2.79</td>
</tr>
<tr>
<td>Precuneous Cortex</td>
<td>7</td>
<td>L</td>
<td>-3, -66, 33</td>
<td>224</td>
<td>3617</td>
<td>3.68</td>
</tr>
<tr>
<td>Cingulate Gyrus</td>
<td>24, 32</td>
<td>L</td>
<td>-9, -50, 27</td>
<td>182</td>
<td>2939</td>
<td>3.71</td>
</tr>
<tr>
<td>Cingulate Gyrus</td>
<td>24, 32</td>
<td>R</td>
<td>1, -52, 27</td>
<td>332</td>
<td>5360</td>
<td>3.27</td>
</tr>
<tr>
<td>Frontal Orbital Cortex</td>
<td>11, 12</td>
<td>L</td>
<td>-48, 26, -4</td>
<td>178</td>
<td>2874</td>
<td>3.01</td>
</tr>
<tr>
<td>Superior Temporal Gyrus</td>
<td>22, 42</td>
<td>L</td>
<td>-46, -14, -8</td>
<td>112</td>
<td>1808</td>
<td>3.49</td>
</tr>
<tr>
<td>Lateral Occipital Cortex</td>
<td>19</td>
<td>L</td>
<td>-57, -62, -6</td>
<td>97</td>
<td>1566</td>
<td>3.79</td>
</tr>
<tr>
<td>Hippocampus</td>
<td>28</td>
<td>L</td>
<td>-21, -10, -24</td>
<td>81</td>
<td>1308</td>
<td>3.45</td>
</tr>
<tr>
<td>Amygdala</td>
<td></td>
<td>L</td>
<td>-23, -5, -17</td>
<td>68</td>
<td>1098</td>
<td>3.41</td>
</tr>
<tr>
<td>Amygdala</td>
<td></td>
<td>R</td>
<td>25, -3, -18</td>
<td>11</td>
<td>178</td>
<td>2.80</td>
</tr>
<tr>
<td>Parahippocampal gyrus</td>
<td>27</td>
<td>L</td>
<td>-17, -10, -24</td>
<td>59</td>
<td>953</td>
<td>3.38</td>
</tr>
<tr>
<td>Inferior Temporal Gyrus</td>
<td>20</td>
<td>L</td>
<td>-57, -57, -13</td>
<td>29</td>
<td>468</td>
<td>3.42</td>
</tr>
<tr>
<td>Nucleus Accumbens</td>
<td></td>
<td>L</td>
<td>-11, 5, -12</td>
<td>21</td>
<td>339</td>
<td>2.91</td>
</tr>
</tbody>
</table>

Summary of fMRI peak activity for the positive PPE CUD vs controls contrast (whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05). The indicated areas show greater activity in control participants than participants with CUD. BA – Brodmann area; MNI – Montreal Neurological Institute template.
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Fig. 5.13 The control vs CUD contrast for positive PPE. Areas of the contrast highlighting differences in the positive punishment prediction error between participants with CUD and healthy controls (MNI coordinates: X=-5, Y=17, Z=48). Activity was higher in the healthy control group in the superior frontal gyrus and paracingulate gyrus. Colour bar on the right-hand side represents t-statistic.

<table>
<thead>
<tr>
<th>Name</th>
<th>BA</th>
<th>Side</th>
<th>MNI coordinates (X, Y, Z)</th>
<th>Number of voxels</th>
<th>Volume (mm³)</th>
<th>Mean z-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superior Frontal Gyrus</td>
<td>8, 9</td>
<td>L</td>
<td>-57, -6, -17</td>
<td>71</td>
<td>1146</td>
<td>3.41</td>
</tr>
<tr>
<td>Middle Frontal Gyrus</td>
<td>8, 9</td>
<td>L</td>
<td>-3, -66, 33</td>
<td>70</td>
<td>1130</td>
<td>3.41</td>
</tr>
</tbody>
</table>

Table 5.6 Negative PPE CUD vs controls contrast summary.

Summary of fMRI peak activity for the negative PPE CUD vs controls contrast (whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05). The indicated areas show greater activity in participants with CUD than healthy controls. BA – Brodmann area; MNI – Montreal Neurological Institute template.
5.5 Imaging results

Fig. 5.14 The CUD vs control contrast for negative PPE.

Areas of the contrast highlighting differences in the negative punishment prediction error between participants with CUD and healthy controls (MNI coordinates: X=-31, Y=30, Z=56). Activity was higher in the CUD group in the superior frontal gyrus and middle frontal gyrus. Colour bar on the right-hand side represents t-statistic.

5.5.4 Whole-brain connectivity analyses

A whole-brain connectivity analysis with the five RL parameters, which were extracted from the winning model, was run in order to identify if the parameters are correlated with BOLD signal in any of the brain regions. Initially, the parameters were correlated with activity from all subjects. Subsequently, an ANCOVA was run to further account for the three different participant groups. Each RL parameter was correlated with an event type, e.g. reward EV or punishment EV tracking. Across all subjects, $\alpha_{rew}$ negatively correlated with activity in response to reward EV tracking in the cingulate and paracingulate gyrus, IFG, middle and superior temporal gyrus, insular cortex, and OFC. This was also observed in response to the positive PPE. Activity following a positive RPE was negatively correlated with activity in the putamen, OFC and insula.

Moreover, it was discovered that the GD vs control contrast highlighted differential correlations between the SFG, MFG, postcentral gyrus during reward EV brain activity and the RL parameter $\alpha_{rew}$. More specifically, the results showed that there was a stronger positive correlation between this parameter and the highlighted areas in the GD group, whereas the correlation in the control group was weaker. Additionally, the CUD vs HC contrast for the positive PPE found that $\alpha_{rew}$ was also correlated with the frontal pole, SFG, cingulate and paracingulate gyri, indicating a stronger positive correlation with $\alpha_{rew}$ in the CUD group than in the control group. Stimulus stickiness ($\kappa_{stim}$) was found to have a stronger positive correlation with activity in the right MFG and IFG during presentation of the feedback in
both patient groups, the GD and CUD group. No other correlations with RL parameters were found. These results can be seen in Fig. 5.15, as well as the appendix.

![Fig. 5.15 The GD vs control contrast - positive correlation between $\alpha_{rew}$ and response to reward EV.](image)

Areas of the contrast highlighting areas that have a stronger correlation with $\alpha_{rew}$ in the GD group than in healthy controls (MNI coordinates: X=-32, Y=12, Z=52). This parameter was positively correlated with activity in areas including the postcentral gyrus, SFG and MFG. Colour bar on the right-hand side represents t-statistic.

### 5.6 Discussion

In this chapter, computational analyses of behavioural and neuroimaging data from three participant groups were run and the extracted modelling parameters were linked to imaging data. Participants included HCs and individuals diagnosed with GD or CUD. All subjects completed three runs of a PRL task in an fMRI scanner. Performance on the task, as assessed by the proportion of win-stay or lose-shift trials, number of perseverative responses and the proportion of correct responses, did not differ between the groups. Subsequently, multiple computational models were fitted to the data. Besides applying RL models, a DDM and a combined RL-DDM model were employed. Neither the DDM nor the DDM-RL model highlighted group differences on any of the parameters, suggesting that decision-making processes as represented by a WFPT were not affected in the two patient groups. This was surprising, as a preliminary analysis of the response latencies indicated higher RTs in the CUD group that increased between the second and third runs, which was not the case for HCs or PGs.

The winning RL model, on the other hand, did highlight group differences. From the seven models tested, the model with the greatest number of parameters was found to provide
the best fit to the data. This model included five parameters, which were: $\alpha_{\text{rew}}$, $\alpha_{\text{non-rew}}$, $\beta$, $\kappa_{\text{side}}$, and $\kappa_{\text{stim}}$. Comparing the parameters between the groups found that in the GD group, the stimulus stickiness parameter $\kappa_{\text{stim}}$ was significantly decreased, with a non-significant tendency towards increased side stickiness $\kappa_{\text{side}}$. A comparison between the CUD and GD groups found that SDIs had a lower reward learning rate $\alpha_{\text{rew}}$ than PGs, as well as lower reinforcement sensitivity $\beta$, but greater stimulus stickiness.

Group differences were also observed on a neural level. When tracking reward and punishment EV, PGs showed an altered balance in brain activity. Specifically, individuals diagnosed with GD had greater activity when tracking reward EV than HCs in areas important for reward processing, such as the OFC, SFG and amygdala. When tracking punishment EV, however, this group showed lower activations in the postcentral gyrus, superior parietal lobule and occipital areas. These results indicate that PGs differentially track EVs of stimuli in their surroundings. In CUD, there was also an altered balance in reinforcement processing, as the neural signal to positive and negative PPE was affected. In the SFG and surrounding areas, the CUD group had a lower response to positive PPEs, and an enhanced response to negative PPEs than control participants. Further, these observations in BOLD activity could be linked to RL parameters, which were also differentially recruited in GD and CUD patients.

Previous studies fitting RL models to PRL data from SDIs have reported reduced learning rates and reinforcement sensitivity or increased stimulus stickiness (Kanen et al., 2019; Lim et al., 2021). In this report, we do not find any differences in RL parameters in cocaine-dependent individuals. Based on findings from conventional analyses of the PRL task, which observed increased perseveration and poorer performance in SUD, increased stickiness and reduced learning rates were expected (Ersche et al., 2008, 2011). However, in this cohort, none of the conventional or RL measures were affected. In (Lim et al., 2021), an instrumental task, rather than a reversal learning task was employed, which could explain the discrepancies. In (Kanen et al., 2019), the sample included patients with any type of SUD, but in this chapter, only cocaine-dependent individuals were included. Differences between cocaine- and amphetamine-dependent individuals on the reversal learning task have been observed, which may explain why the results from Kanen et al could not be replicated in this chapter (Ersche et al., 2008). Nonetheless, the sample sizes in all studies were relatively small and in order to generate robust and generalisable results, larger sample sizes need to be used.

To our knowledge, this is the first study investigating how RL parameters in GD are altered. An unexpected finding was made, namely, stimulus stickiness was reduced, whereas side stickiness showed a trend level increase (below 75% HDI). Given that a key feature of GD
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is behavioural inflexibility and perseveration, it is unclear why only one stickiness parameter was increased. A possible interpretation of these results is that side stickiness is representative of motor perseveration, whereas stimulus stickiness reflects stimulus perseveration. The increased side stickiness parameter could indicate greater motor perseveration, leading to the behavioural inflexibility commonly seen in GD patients. The reduced stimulus stickiness, on the other hand, could reflect an adaptive behaviour useful for gambling, as lower stimulus stickiness may lead to increased exploration of choices to identify the optimal strategy (Clark, 2010). This disparity in the stimulus stickiness parameter between GD and CUD therefore reveals a novel dissociation between these two compulsive disorders.

Reduced neural prediction error tracking in the left VS and right mOFC on the IGT has been previously reported in SDIs (Tanabe et al., 2007). Additionally, an EEG study found impaired negative RPE signalling in CUD (Parvaz et al., 2015). Here, we reported altered signals in response to positive and negative PPEs, rather than RPEs. Altered prediction error tracking could be a contributing factor to the disadvantageous nature of compulsive drug use, as it persists despite adverse outcomes. The areas involved in PPE tracking, the SFG, MFG, cingulate and paracingulate gyri, were also found to be positively correlated with $\alpha_{rew}$. Therefore, these regions appear to be of key importance for reward and punishment learning and are likely to be involved in the modulation of RL parameters. This is further supported by a meta-analysis from 35 studies, which reported that these areas are consistently activated when there is a prediction error (Garrison et al., 2013).

Participants with GD in this study also had altered neural responses in RL, although they were impaired in reward and punishment EV tracking, rather than responding to PPEs. This has been reported in a previous study using a card-guessing task. Gamblers had an increased neural signal in the VS and OFC when tracking reward EV (Holst et al., 2012). Together, these results suggest impaired tracking of stimulus EV in GD, which may underlie maladaptive, compulsive behaviours in this group. In summary, this chapter demonstrates that modelling of behaviour on PRL tasks using RL models can help distinguish disorders of compulsivity, which is not possible solely with conventional measures. Moreover, altered brain activity during EV tracking and PPE response in the two patient groups are found, a finding that has not been made in these disorders before. The fMRI data also illuminated the brain regions responsible for RL measures, which thus far was unexplored in humans. In particular, $\kappa$ was shown to be correlated with activity in the dlPFC and vIPFC, both of which are important for mediating the balance between goal-directed and habitual behaviours (Balleine and O’Doherty, 2009). For example, dlPFC lesions impair motor habits in macaque monkeys and the vIPFC can override habitual behaviours (Badoud et al., 2017; Korponay,
2021). Activity in these regions showed a stronger positive correlation with κ in patients with GD and CUD. The ventro- and dorsolateral PFC are known to be affected in both disorders, providing additional evidence for their involvement (Goldstein and Volkow, 2011; Raimo et al., 2021). Understanding the underlying neural substrates of parameters such as κ further supports their use for diagnosing and distinguishing compulsive disorders.
Chapter 6

Reinforcement learning in patients with Major Depressive Disorder

6.1 Introduction

In previous chapters, the role of RL in MDD was discussed and exemplified in relation to a ‘two-hit’ model of depression in rats. It was demonstrated that important RL parameters, such as the punishment learning rate $\alpha_{\text{non-rew}}$ and stickiness parameter $\kappa$, were affected by early-life maternal separation, a second adulthood stress, and by sex. These changes were linked to alterations in resting-state functional connectivity, specifically, connectivity between the amygdala and PFC areas was significantly affected. Additionally, in chapters 4 and 5, RL models were fit to reversal learning data from rodents and humans that have experienced compulsive drug-seeking. The RL parameters in these studies were also linked to functional connectivity as measured via resting-state and task-based fMRI, respectively. An important next step is to translate the findings observed in rodents to humans and find out whether the results are reproducible.

Previous studies have established that patients with MDD have an altered balance between reward and punishment processing, as they show reduced learning from reward and maladaptive punishment learning rates (Eshel and Roiser, 2010; Halahakoon et al., 2020). This imbalance in RL may play a role in the onset and maintenance of MDD (Vrieze et al., 2013). More generally, depression is associated with impairments in executive control and cognitive flexibility. For example, participants with MDD show impaired performance on neutral and emotional Go/No-go tasks, as well as on the WCST and PRL tasks (Murphy et al., 1999, 2012b; Purcell et al., 1997). An additional feature of MDD is negative bias, which is defined as increased sensitivity to negative information (Broksma et al., 2020a;
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Robinson et al., 2012). People with acute MDD have a bias to negative emotional stimuli on the Go/No-go task, which is absent in remitted MDD participants (Erickson et al., 2005; Maalouf et al., 2012; Murphy et al., 1999). In some studies, this bias was accompanied by greater impulsive responding, suggesting that inhibitory control is also affected, as well as reduced attention for positive stimuli on an eye-tracking task (Duque and Vázquez, 2015; Maalouf et al., 2012). This negative bias may be related to the altered balance in reward and punishment learning and might manifest itself in the form of changes in reinforcement sensitivity. Anhedonia, another hallmark feature of MDD, has been linked to dysfunctions in reward learning (Vrieze et al., 2013). Therefore, it is important to investigate the RL system in relation to MDD and unravel the underlying processes.

Current medications to treat MDD do not target impairments in reward processing (Admon and Pizzagalli, 2015; Halahakoon et al., 2020). A recent systematic review showed that across forty-eight case-control studies, depressed individuals exhibited impairments in reward processing behaviour compared to a control group, with medication status having no significant effect on RL (Halahakoon et al., 2020). Interestingly, another study found that patients who were not impaired in reward learning prior to pharmacological treatment continued to have a persisting diagnosis of MDD after eight weeks (Vrieze et al., 2013). A cross-sectional cohort study reported that following CBT, RL parameters were normalised in patients with MDD (Brown et al., 2021). This was accompanied by a fMRI study reporting reduced activity in the right striatum and right amygdala in response to reward prediction errors following CBT, providing a potential explanation for the neural mechanisms associated with RL changes and demonstrating that brain activity can be normalised through psychotherapeutic interventions (Queirazza et al., 2019). Gaining a deeper understanding how the RL system is affected by MDD and changed as a result of medication or other therapies is essential to develop future generations of treatments.

Approximately two-thirds of patients diagnosed with depression have a comorbid disorder (Steffen et al., 2020). However, most studies that have investigated RL in people with depressive disorders chose a highly selective sample of patients without other psychiatric diagnoses. Such samples are not easily generalisable; therefore, it is necessary to investigate RL in real-world cohorts. Computational modelling has previously revealed that patients with SUD showed a lower learning rate for reward and a higher learning rate for punishment than HCs, accompanied by increased stimulus stickiness (Kanen et al., 2019). In this study, the best-fitting model contained five parameters, including two separate learning rate terms and two stickiness parameters. In another study, selective for male participants with CUD, the data were best described by a seven-parameter model with four learning rates, two stickiness
terms and one reinforcement sensitivity measure (Lim et al., 2021). Only the punishment learning rate parameter and reinforcement sensitivity were found to be lower in the patient group. In chapter 5, no significant differences in a five-parameter RL model between HCs and individuals with CUD were reported. Therefore, studies including subjects with SUD remain inconclusive, underlining the importance of investigating this further in a naturalistic sample. Moreover, studies have yet to investigate cognitive flexibility in people affected by both MDD and SUD. Based on previous studies, it would be expected that individuals affected by both disorders will have an altered balance in reward and punishment learning, as well as changes in stickiness.

In this chapter, I aim to investigate RL in a large sample including participants with MDD and other diagnoses, such as SUD and ASD. Even though the sample does not include imaging data, it gives an additional insight into the behavioural processes in humans and how these are altered in a variety of psychiatric conditions. Following the results presented in chapter 5, this dataset allows us to extend the findings from SDIs to an even larger patient sample.

6.2 Methods

6.2.1 Participants

Two hundred and seventeen patients and one hundred and one healthy controls completed a PRL task. The study was carried out by Prof Roshan Cools and colleagues at the Department of Psychiatry, Radboud University Medical Centre, Nijmegen, The Netherlands. It was part of the MIND-Set study, an observational, cross-sectional study. Inclusion criteria for adult outpatients were a diagnosis of 1) a current depressive disorder (MDD/dysthymia); 2) an anxiety disorder; 3) an addictive disorder; 4) ADHD and/or 5) ASD. The age range of patients was 18-78, with a mean age of 40. Diagnoses were made using DSM-IV/DSM-5 criteria, as the study took place during the transition period. Depressive disorders, anxiety disorders and psychotic disorders were determined with the SCID-I-CV (First, 1997). ADHD was diagnosed with the Diagnostic Interview for Adult ADHD, second edition (DIVA 2.0) (Kooij and Francken, 2010). For ASD diagnosis, the Dutch Diagnostic Interview for Adult Autism Spectrum Disorders was used (NIDA) (Vuijk et al., 2021) and addictive disorders with the Measurements in the Addictions for Triage and Evaluation and Criminality (MATE-crimi) (Schippers et al., 2010).
Exclusion criteria for this study were: 1) a current psychotic disorder according to the SCID section B; 2) an IQ estimation <70; 3) a sensorimotor disability intervening with participation, were mentally incompetent to sign informed consent or had insufficient knowledge of the Dutch language. The study has been approved by the local ethics committee (Commissie Mensgebonden Onderzoek Arnhem-Nijmegen, NL 55618.091.015). Participants gave written informed consent for taking part in this study.

Information on gender, age and level of education was collected. Education could fall into one of four categories: 1) no education (elementary education or education not finished); 2) low (lower vocational and general secondary education); 3) middle (intermediate vocational and higher secondary education) or 4) high (higher vocational education and university) (Ikram et al., 2015). Verbal IQ was measured using the National Adult Reading Test score (NART score, Dutch version) (Schmand et al., 1991). Working memory capacity was used as an additional measure of cognitive ability and was measured using the total number of errors on the spatial working memory task from the Cambridge Neuropsychological Test Automated Battery (CANTAB®; Cambridge Cognition 2019).

For the purpose of the analysis conducted, five groups were selected: 1) HCs (n=81), 2) MDD without any comorbidities (n=27); 3) MDD and ASD (n=17), 4) MDD and SUD (n=24); 5) SUD but not MDD (n=14). Controls underwent the same tests as patients. Data from this study have been previously published in (Brolsma et al., 2020b) and were kindly shared by the authors. In the analysis, only 81 HCs were selected to match the patient sample based on age, gender and education level. The re-analysis of these data was done in collaboration with Dr Jon Kanen (Department of Psychology, Cambridge University) and was conducted with scripts written by Dr Rudolf Cardinal in the Department of Psychiatry at Cambridge University.

### 6.2.2 Probabilistic reversal learning task

The PRL task used in this study was similar to previously published procedures (Fig. 6.1) (Cools et al, 2001; den Ouden et al, 2013). Subjects were presented with two squares on the left and right side of the visual hemisphere, one of which was ‘correct’ and one was ‘incorrect’. After selecting one, they would receive feedback, which could be either positive or negative. Participants were told to respond to the stimulus that resulted in reward most frequently. They would need to learn through trial-and-error which stimulus is ‘correct’, and which one is ‘incorrect’. Since this was a probabilistic task, the ‘correct’ stimulus would be rewarded on only 80% of the trials, and the ‘incorrect’ stimulus would be spuriously
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rewarded on 20% of the trials. After 40 trials, the contingencies were reversed. In the instructions, participants were told that the ‘correct’ stimulus could change, but they were not given information about how frequently or when this would happen.

Fig. 6.1 Diagram of the probabilistic reversal learning task.

(a) Two stimuli were presented in two of four possible places, either top, bottom, left, or right. Participants were told to select one of the stimuli by pressing the relevant key. Immediately following the response, feedback was presented, which was either a reward (a green smiley face and a high-pitched sound), or punishment (a red, sad face and a low-pitched sound), both shown for 1500 ms. After 1000 ms, the next stimulus was presented. b) Stimulus contingencies prior to and following a reversal. From (Broksma et al, 2020).

6.2.3 Correlation analysis between conventional and modelling PRL measures

The relationship between the RL and conventional PRL measures was investigated through a correlation analysis using Spearman’s rank coefficient, as the data were non-normally distributed, accounting for multiple comparisons with FDR correction (Benjamini and Hochberg, 1995). The statistical analyses were run in R: A Language and Environment for Statistical Computing (R Core Team, 2020). For all analyses, significance was considered to be below p=0.05.
6.3 Results

6.3.1 Demographic information

There were no statistically significant differences in age, IQ and education level between the five groups. However, there were differences in the gender distributions and depressive symptom severity scores. All patient groups had lower numbers of females than males. The MDD and ASD group had a significantly greater number of males than females compared to the HC group (t(93)=2.45, p=0.016) as did the SUD no MDD group (t(95)=2.50, p=0.014). Additionally, patients with MDD without comorbidities and patients with both MDD with SUD had significantly higher depressive symptom severity scores (t(108)=-4.42, p<0.001 and t(103)=-3.65, p<0.001, respectively).

Table 6.1 Demographic information

<table>
<thead>
<tr>
<th></th>
<th>Healthy controls (n=81)</th>
<th>MDD only (n=27)</th>
<th>MDD and ASD (n=17)</th>
<th>MDD and SUD (n=24)</th>
<th>SUD w/o MDD (n=14)</th>
<th>Group comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age (SD)</td>
<td>40.3 (17)</td>
<td>44.74 (15.2)</td>
<td>37.3 (13.7)</td>
<td>38.7 (16.9)</td>
<td>46.1 (14.3)</td>
<td>F(4,157) = 1.09, p=0.36</td>
</tr>
<tr>
<td>Gender (F)</td>
<td>40</td>
<td>10</td>
<td>3</td>
<td>9</td>
<td>2</td>
<td>F(4,158) = 2.74, p=0.031</td>
</tr>
<tr>
<td>Mean IQ (SD)</td>
<td>101 (12.4)</td>
<td>100 (10.6)</td>
<td>96.5 (9.2)</td>
<td>96.5 (8.2)</td>
<td>97 (11.5)</td>
<td>F(4,156) = 1.28, p=0.28</td>
</tr>
<tr>
<td>Education level</td>
<td>None: 0%</td>
<td>3.8 %</td>
<td>0 %</td>
<td>0 %</td>
<td>21.4 %</td>
<td>F(4,158) = 1.77, p=0.13</td>
</tr>
<tr>
<td></td>
<td>Low: 7.4 %</td>
<td>15.4 %</td>
<td>6.3 %</td>
<td>34.7 %</td>
<td>0 %</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Middle: 60 %</td>
<td>68.8 %</td>
<td>34.8 %</td>
<td>42.9 %</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High: 51.9 %</td>
<td>30.7 %</td>
<td>25 %</td>
<td>30.4 %</td>
<td>35.7 %</td>
<td></td>
</tr>
<tr>
<td>Mean IDS-SR score (SD)</td>
<td>4.9 (0.4)</td>
<td>37.7 (13.2)</td>
<td>38.2 (9.7)</td>
<td>41.3 (10.5)</td>
<td>30.6 (16.9)</td>
<td>F(4,156) = 130.2, p&lt;0.001</td>
</tr>
</tbody>
</table>

IDS-SR - Inventory of Depressive Symptomatology, self-report version ; MDD - Major Depressive Disorder; ASD - Autism Spectrum Disorder; SUD - Substance Use Disorder; F - female; L - left; SD - standard deviation. A table based on the same dataset has been published in (Brolsma et al, 2020), however, this is an original extraction of the data.

6.3.2 Conventional PRL measures

Fitting LMEs to conventional PRL measures such as total number of errors, win-stay, lose-shift and number of perseverative responses revealed whether there were any significant group differences. There was no effect of group on the number of errors, on both acquisition and reversal errors, as well as total errors (F(4,158)=2.04, p=0.091). Perseverative errors were also not affected by group (F(4,158)=1.00, p=0.41). Total win-stay and lose-shift behaviour did not differ between the groups either (F(4,158)=1.14, p=0.34 and F(4,158)=0.50, p=0.73, respectively). A summary of these results can be seen in Fig. 6.2
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Total errors; win-stay behaviour; lose-shift behaviour and number of perseverative responses was calculated for all subjects from the five groups: healthy controls, SUD, SUD and MDD, MDD only and MDD with ASD. No significant group differences were found.

6.3.3 Choosing the winning RL model

To identify which RL model would be able to capture the behavioural dynamics and fit the data the best, five RL models were run and compared with each other. Models including the side stickiness parameter $\kappa_{side}$ were not included, as the task included four locations which were randomised on each trial in order to avoid side bias on the task. Results from the comparison can be found in table 6.2. Good convergence was seen, with all parameters and contrasts having an $\hat{R} < 1.1$. An $\hat{R}$ value of 1.1 was set as the threshold for model
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convergence. The maximum $\hat{R}$ was 1.029. The best-fitting model was determined using a bridge sampling estimate of the marginal likelihood. This model contained three parameters: a combined learning rate $\alpha$, which represents how quickly a subject updates its behaviour in response to feedback; reinforcement sensitivity $\beta$, also known as the exploitation vs exploration parameter and stimulus stickiness $\kappa_{stim}$, which is the tendency to select the same stimulus regardless of outcome.

Table 6.2 Model comparison summary.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name</th>
<th>Parameters</th>
<th>Log marginal likelihood</th>
<th>Log posterior P (model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Model 1</td>
<td>$\alpha_{rew}, \alpha_{pun}, \beta, \kappa_{stim}$</td>
<td>-8202.28</td>
<td>-7.71</td>
</tr>
<tr>
<td>3</td>
<td>Model 2</td>
<td>$\alpha_{rew}, \alpha_{pun}, \beta$</td>
<td>-8270.00</td>
<td>-75.43</td>
</tr>
<tr>
<td>1</td>
<td>Model 3</td>
<td>$\alpha, \beta, \kappa_{stim}$</td>
<td>-8194.57</td>
<td>-4.5x10^-4</td>
</tr>
<tr>
<td>4</td>
<td>Model 4</td>
<td>$\phi, \rho, \beta$</td>
<td>-8320.71</td>
<td>-126.14</td>
</tr>
<tr>
<td>5</td>
<td>Model 5</td>
<td>$\alpha, \beta$</td>
<td>-8275.19</td>
<td>-80.61</td>
</tr>
</tbody>
</table>

6.3.4 Group differences

Fig. 6.3 summarises the results from the hierarchical Bayesian Q-learning model analysis from patients with SUD, SUD and MDD, ASD and MDD and MDD only. For the SUD group, a significant increase in the learning rate and stimulus stickiness rate was found (difference in parameter per-group mean, posterior 95% highest posterior density interval), as well as a decrease in reinforcement sensitivity at 75% HDI. The stimulus stickiness rate assesses stimulus-bound behaviour, irrespective of outcome of that stimulus on previous trials. For the SUD and MDD group, there was a decrease in reinforcement sensitivity and a slight increase in stimulus stickiness (group difference, 75% HDI). The MDD only group showed no differences, whereas patients with MDD and ASD had decreased reinforcement sensitivity at 75% HDI compared to healthy controls.

6.3.5 Relating conventional parameters and depression score ratings to RL parameters

Correlating the various measures with each other using Spearman’s rank coefficient revealed some interesting relationships between the parameters. $\alpha$, the learning rate, was significantly positively correlated with win-stay and negatively correlated with lose-shift behaviour ($r(159)=0.36$, $p<0.001$ and $r(159)=-0.44$, $p<0.001$, respectively). The reinforcement sensitivity parameter $\beta$ showed a positive correlation with win-stay behaviour ($r(159)=0.41$, $p<0.001$) and a negative relationship with lose-shift ($r(159)=-0.23$, $p<0.001$). The same trend
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Fig. 6.3 Results of the hierarchical Bayesian Q-learning model.
MDD - Major Depressive Disorder; HC - healthy controls; ASD - Autism Spectrum Disorder; Reinf sens - reinforcement sensitivity; Stim - stimulus; HDI - highest density interval. Red indicates differences between groups at an HDI of 95%, whereas yellow shows differences at an HDI of 75%.
Reinforcement learning in patients with Major Depressive Disorder was observed for \( \kappa_{\text{stim}} \) (\( r(159)=0.27, p=0.003 \) and \( r(159)=-0.58, p<0.001 \)). The Inventory of Depressive Symptomatology (IDS), Addiction Severity Index (ASI), Autism Spectrum Quotient (AQ) and Perseverative Thinking Questionnaire (PTQ) scores did not correlate with any computational RL measures. However, IDS scores were positively correlated with total number of errors, as were the ASI and PTQ scores (\( r(159)=0.24, p=0.009; r(159)=0.22, p=0.014; r(159)=0.25, p=0.004 \), respectively). The AQ score was positively correlated with the number of perseverative errors (\( r(159)=0.21, p=0.021 \)). A summary of these results can be found in Fig. 6.4 and table 6.3.

| Table 6.3 Summary table of statistics from the correlation analysis between conventional PRL and modelling parameters. |
|---|---|---|---|---|---|---|---|---|---|---|
| | totalE | perE | WSall | LSall | IDS_Tot | ASI_Tot | AQ_Total_Brits | ptq_tot | Alpha | Beta | Kappa_stim |
| totalE | - | 0.21 | 0.172 | 0.063 | 0.009 | 0.014 | 0.088 | 0.004 | 0.949 | 0.706 | 0.172 |
| perE | 0.128 | - | 0.001 | 0.172 | 0.261 | 0.999 | 0.021 | 0.331 | 0.146 | 0.972 | 0.811 |
| WSall | -0.137 | -0.295 | - | 0.08 | 0.989 | 0.951 | 0.234 | 0.579 | 0.000 | 0.000 | 0.003 |
| LSall | -0.178 | -0.139 | -0.169 | - | 0.972 | 0.951 | 0.717 | 0.602 | 0.000 | 0.010 | 0.000 |
| IDS_Tot | 0.236 | 0.117 | 0.008 | -0.013 | - | 0.000 | 0.000 | 0.000 | 0.972 | 0.951 | 0.989 |
| ASI_Tot | 0.224 | 0.003 | 0.023 | -0.028 | 0.669 | - | 0.000 | 0.000 | 0.999 | 0.951 | 0.999 |
| AQ_Total_Brits | 0.165 | 0.21 | -0.122 | -0.057 | 0.681 | 0.514 | - | 0.000 | 0.754 | 0.602 | 0.904 |
| ptq_tot | 0.255 | 0.105 | 0.076 | -0.071 | 0.834 | 0.709 | 0.641 | - | 0.754 | 0.951 | 0.999 |
| Alpha | -0.03 | -0.147 | 0.36 | -0.438 | -0.014 | 0.0 | -0.051 | 0.051 | - | 0.001 | 0.003 |
| Beta | -0.06 | -0.014 | 0.409 | -0.231 | -0.021 | 0.026 | -0.071 | 0.021 | 0.288 | - | 0.028 |
| Kappa_stim | 0.136 | 0.044 | 0.265 | -0.583 | -0.009 | -0.002 | 0.035 | 0.005 | 0.267 | -0.202 | - |

Summary of r-values and p-values from the correlation analysis. The top right half of the table represents the p-values, and the bottom left shows the r-values. Cells highlighted in red show p-values < 0.05. TotErrors – total number of errors; persevErrors – number of perseverative responses after a reversal; WS - win-stay; LS - lose-shift; IDS - Inventory of Depressive Symptomatology; ASI - Addiction Severity Index; AQ - Autism Spectrum Quotient; PTQ - Perseverative Thinking Questionnaire; Alpha – \( \alpha \) parameter representing the learning rate from feedback; Beta – the exploitation/exploration parameter \( \beta \); Kappa_stim - \( \kappa_{\text{stim}} \), stimulus stickiness parameter.

### 6.3.6 Simulations

Behavioural data were simulated using the extracted group-level Q-learning parameters as described in section 2.2.2. For each group, 100 subjects were simulated. The resulting data was then analysed using a conventional PRL analysis. The proportion of correct responses showed a significant effect of group (\( F(4,196)=412, p<0.001 \)), which was mainly
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Fig. 6.4 Correlation matrix representing the relationship between conventional PRL measures, psychiatric questionnaire scores and RL parameters.

The colour bar on the right-hand side represents the correlation strength using Spearman’s rank coefficient. TotErrors – total number of errors; persevErrors – number of perseverative responses after a reversal; WS - win-stay; LS - lose-shift; IDS - Inventory of Depressive Symptomatology; ASI - Addiction Severity Index; AQ - Autism Spectrum Quotient; PTQ - Perseverative Thinking Questionnaire; Alpha – $\alpha$ parameter representing the learning rate from feedback; Beta – the exploitation/exploration parameter $\beta$; Kappa_stim - $\kappa_{stim}$, stimulus stickiness parameter.
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driven by differences between the patient groups. The differences between HCs and patients were in the SUD and MDD/ASD groups; both showed a lower proportion of correct responses ($t(196)=21.1, p<0.001$ and $t(196)=-5.56, p<0.001$, respectively). The simulations also highlighted effects of group on win-stay and lose-shift behaviour ($F(4,196)=373, p<0.001$; $F(4,196)=70.5, p<0.001$, respectively), as well as perseverative responses ($F(4,196)=50.8, p<0.001$). Win-stay behaviour was greater in control participants than participants with MDD and ASD ($t(196)=20.7, p<0.001$), but lower than in patients with MDD only and MDD with SUD ($t(196)=6.12, p<0.001$ and $t(196)=-16.1, p<0.001$, respectively). A similar effect on lose-shift behaviour was found, as HCs had lower lose-shift behaviour than participants with ASD and MDD ($t(196)=10.5, p<0.001$) as well as the SUD/MDD group ($t(196)=5.04, p=0.10$). Compared to the SUD group, controls were modelled to have greater lose-shift behaviour ($t(196)=5.04, p<0.001$). Perseverative responding was lower in the MDD and ASD group as well as the MDD and SUD group than controls ($t(196)=-9.74, p<0.001$; $t(196)=3.85, p=0.0015$, respectively). Graphical representations of these results can be found in the appendix (section B.3). In summary, the simulations could not successfully capture participants’ behaviour on the PRL task, since no group differences were observed in the real data.

### 6.4 Discussion

In this study, RL modelling was applied to a large cohort of patients with MDD without any comorbidities, as well as participants with MDD and various comorbidities such as ASD and SUD. A group solely consisting of individuals with SUD was also included. Conventional PRL measures such as total errors, win-stay, lose-shift and perseverative responses found no significant group differences. However, a hierarchical Bayesian RL analysis with a winning model containing three parameters, namely the learning rate, reinforcement sensitivity parameter and a stimulus stickiness parameter revealed differences in RL between the groups. Firstly, the RL parameters in the MDD group that did not have any comorbidities were unaffected. In participants with SUD only, the reward rate and stimulus stickiness were increased, and the reinforcement sensitivity parameter was reduced. In the SUD and MDD group, stimulus stickiness was increased, and the reinforcement sensitivity was decreased (both at 75% HDI). ASD and MDD participants showed a significant reduction in reinforcement sensitivity.

A correlation analysis found that $\alpha$, $\beta$ and $\kappa$ showed a negative correlation with lose-shift behaviour and a positive relationship with win-stay. This relationship between $\beta$ and these
two conventional measures is novel; it suggests that individuals that have greater sensitivity to reinforcement tend to stay more after a win and shift less after a loss, which by all accounts seems intuitive. No computational measures were found to be related to psychiatric questionnaires. However, patients with higher IDS, ASI and PTQ scores showed poorer performance on the task, and participants with higher AQ scores perseverated more. Even though the simulations did not entirely capture the behaviour of all patient groups, it did manage to capture that there were no differences between HCs and MDD/SUD patients. The reason for the discrepancy between observed and simulated data could be that some of the patient groups had relatively small sample sizes, whereas in the simulations 100 participants were modelled per group. This approach increases statistical power and could be suggestive of what would be observed in a larger sample.

The finding that RL parameters were not altered in patients with MDD was surprising and contrary to our hypotheses. Multiple studies have reported dysfunctional RL in depression, specifically, patients with MDD have been found to learn less from rewards, an attribute thought to be linked to anhedonia (Admon and Pizzagalli, 2015; Herzallah et al., 2013; Mukherjee et al., 2020). Punishment learning is also thought to be altered, however, some reports show no effect on learning from punishment (Mukherjee et al., 2020; Tavares et al., 2008). An alternative argument is that rather than learning mechanisms being impaired per se, reinforcement sensitivity is altered, which is supported by a meta-analysis including six studies (Huys et al., 2013). Neither the learning rate nor the reinforcement sensitivity rate were altered in MDD in the study presented here. Given that most studies to date have demonstrated that this is not the case, it may be that the results from this study do not reflect RL impairments that are generally observed in depression. The patient’s medication status may also play a role. For example, medicated MDD patients receiving the SSRI paroxetine learn less from negative feedback than non-medicated patients and HCs (Herzallah et al., 2013). In rats, antidepressants including citalopram, reboxetine and ketamine differentially affect performance on a PRL task and associated RL parameters, with high-dose ketamine reducing the learning rate and reboxetine reducing the exploration vs exploitation parameter (Wilkinson et al., 2020). Nonetheless, these results may also be an indicator of the fact that not all patients with MDD have altered RL mechanisms, reflecting large variability of these parameters. Further studies should aim to elucidate this variability and how it is reflected neurally.

In the previous chapter, RL in SUD was discussed. Although in chapter 5 null results for this patient group were reported, previous studies have found that participants with SUD have a decreased reward learning rate, an increased punishment learning rate, and
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most importantly, increased stimulus-bound stickiness (Kanen et al., 2019). However, one study solely including patients with CUD found a reduction in the learning rate as well as reinforcement sensitivity (Lim et al., 2021). In PRL experiments analysed using conventional statistical methods, SUD has been associated with increased perseverative responding in humans, thus, heightened stickiness would be expected in SDIs (Ersche et al., 2008, 2011). In rats, greater exploration and heightened stickiness were demonstrated following high cocaine escalation (Zhukovsky et al., 2019). In this chapter, the learning rate in the SUD group was increased, contrary to previously published data. Given that the winning model had a joint reinforcement learning rate, rather than separate reward and punishment learning rates, the increased learning rate may reflect increased punishment learning, rather than learning from reward. The increased stimulus stickiness reported here parallels the results from (Kanen et al., 2019).

There were a few limitations in this study that need to be highlighted. Firstly, the number of participants across samples was imbalanced, with the HC group having more than twice as many participants as the other groups. Additionally, the female to male ratio between the five groups was also different, with some groups having significantly fewer females than others, although HCs were matched to the entire patient sample. The importance of gaining a better understanding of RL in females has been discussed previously. Future studies would benefit from having more female patients enrolled in the study and could explore sex-dependent differences in RL in humans.

Given that MDD is often comorbid with other psychiatric conditions, such as ADHD, ASD or anxiety, this naturalistic sample of patients allows us to study MDD under more ecologically valid settings. It appears that in people diagnosed with both MDD and SUD, there is higher stimulus stickiness and lower reinforcement sensitivity, which may be attributable to SUD, as these effects were also seen in the SUD only group but not the MDD only group. In the ASD/MDD, SUD and SUD/MDD groups, reinforcement sensitivity was reduced, indicating that these differences may be a general, non-specific psychiatric vulnerability. In (Brolsma et al., 2020b), where these data were initially published, none of the Q-learning parameters were altered in MDD, ASD or SUD. In their study, a three-parameter model was used, which included two separate learning rates and an exploitation/exploration parameter, but no stickiness parameter. Therefore, stickiness was not used to explain behaviour and could not be investigated in relation to these conditions. Here, clear effects of the additional stickiness parameter are reported. In particular, this parameter seems to be of great importance in SUD.
The chapters thus far have focused on RL and its neural substrates in rodents and humans. The stickiness parameter $\kappa$ has been highlighted as a key component of RL across species, with changes in this parameter seen in different states. Moreover, brain areas that mediate this parameter were identified, demonstrating that is has a biological basis. These are findings that have not been reported before. The next chapter will shine a different light on cognitive flexibility, as a novel task measuring it by assessing volitional decision-making will be presented. The task does not involve trial-and-error learning through reward and punishment; therefore, it is not possible to extract $\kappa$ from behaviour using RL models. However, it allows the investigation of value-free behaviours, manifested as repeating a previous response regardless of feedback, similarly to $\kappa$. Thus, a different form of stickiness will be assessed, and its associated brain regions will be identified. This task can help to isolate value-free behaviours from value-based ones, which is not possible in reversal learning tasks. This also allows the exploration of areas solely associated with value-free responding, something that has not been researched previously and could aid in gaining a deeper understanding of the brain regions underlying $\kappa$. 
Chapter 7

A novel perspective on cognitive flexibility

7.1 Introduction

Cognitive flexibility is the ability to adapt to changes in the environment by switching task sets, responses, or strategies (Cools, 2015). From a psychological perspective, it is often considered alongside related emergent control processes such as inhibition and updating (Miyake et al., 2000). Flexibility allows changing behaviour in response to environmental and internal cues. Greater cognitive flexibility leads to improved life outcomes, better social functioning and reduced cognitive decline with age (Burke et al., 2019; Diamond and Lee, 2011; Koesten et al., 2009). Difficulties in flexible responding have been observed in various psychopathologies. For example, patients with OCD show impaired performance on cognitive flexibility tasks (Remijnse et al., 2006; Vaghi et al., 2019). In patients with ASD, repetitive behaviours are correlated with reversal deficits, highlighting the importance of research on the neural and psychological bases of flexible behaviour (Yerys et al., 2009).

Gaining a full understanding of the behavioural and neural underpinnings of cognitive flexibility has proven to be difficult, as it is not a unitary construct (Dias et al., 1996b). Various behavioural tasks have been developed to measure cognitive flexibility in humans, each measuring overlapping yet distinct aspects of this process (Dajani and Uddin, 2015; Milner, 1963; Roberts et al., 1988). Frequently studied paradigms include task-switching, attentional set-shifting and reversal learning (Brown et al., 2015). Task-switching is a procedure in which the participant switches between two or more tasks, based on pre-defined, deterministic stimulus-response sets (Manoach, 2009; Monsell, 2003). Set-shifting tasks, such as the WCST, IED or the Dimensional Change Card Sort task (DCCS), on the other
hand, measure the ease with which an individual transitions between cognitive-attentional sets, typically by learning and using external cues about ongoing performance. In reversal learning tasks, subjects adapt their responding following the reversal of previously learnt reward-related contingencies (Izquierdo et al., 2017). The latter has been the focus of the previous chapters. In this section of my thesis, I will present cognitive flexibility from a different perspective, with the aim of highlighting that it is a multifaceted construct. I will also discuss how value-free habits in the form of stickiness, or repeating a response regardless of outcome, are observed in both reversal learning and the novel task.

The neural substrates mediating cognitive flexibility tasks also have diverging and converging aspects. In studies employing either task-switching or set-shifting paradigms, the salience network, composed of the AI and dACC, and executive control network, which includes IFJ, dPFC and IFG, have been consistently activated (Braun et al., 2015; Dajani and Uddin, 2015; Shine et al., 2016; Uddin, 2021). The default mode network, which includes the mPFC, PCCx, precuneus and angular cortices, has also been associated with set-shifting (Vatansever et al., 2016). Connectivity between the AI, dACC and thalamus, forming the cingulo-opercular network, and the posterior parietal cortex, show greater involvement in task-switching (Dosenbach et al., 2006; Liston et al., 2006; Worringer et al., 2019). Furthermore, striatal and dorsolateral PFC areas are activated in task-switching and attentional set-shifting (Armbruster et al., 2012; Cools et al., 2004; Wager et al., 2004). Reversal learning, however, activates somewhat different circuits, including the striatum, amygdala, mPFC, mOFC and lOFC (Izquierdo et al., 2017; Remijnse et al., 2005). In summary, task-switching and attentional set-shifting have some overlapping neural substrates, but the former is associated with greater activity in parietal areas and thalamus. As may be expected from task demands, reversal learning mostly engages areas associated with reward processing, such as the OFC and striatum.

Cognitive control more generally has been increasingly recognised to employ proactive and reactive modes (Braver, 2012). The proactive mode requires active maintenance of task goals and anticipates interference before it occurs, which may be mediated by the lateral PFC (Braver et al., 2009; Mäki-Marttunen et al., 2019). Reactive control detects interference demands only after being triggered by external cues. Ventrolateral PFC and AI node activations are common to both proactive and reactive control modes; however, only proactive control elicits the DMN (Ryman et al., 2019). This distinction can further be extended to cognitive flexibility, with task-switching paradigms characteristically testing reactive flexibility, where switching is triggered by external signals informing participants explicitly when to switch. In contrast, reversal learning and attentional set-shifting paradigms
characteristically capture both reactive and proactive flexibility, with shifting being both prepared and elicited by feedback in participants (Rogers et al., 2000). There are additional key procedural differences between the common instantiations of these paradigms. For example, many task-switching procedures include similar proportions of switch and repeat trials, whereas most reversal learning and behavioural set-shifting procedures employ fewer shifts. The SN is elicited by less frequent, task relevant events, as is required in proactive responding (Wager et al., 2004). Additional procedural distinctions involve the extent of ongoing learning throughout the task and the employment of feedback or reward to signal a need to change, both of which are less prominent in task-switching (Kiesel et al., 2010).

In daily life, flexibility often involves a change in behaviour being generated endogenously, but in situations where rule learning or set-shifting is not required. Additionally, individuals often choose to change behaviours based on environmental signals, however, these can be difficult to interpret as they are frequently accompanied by noise, especially in situations with high levels of uncertainty. Here, a novel ‘change your mind’ task enabling the exploration of proactive switching under uncertainty without the need for ongoing rule-based learning is presented. Participants performed a two-alternative forced choice task and following spurious feedback, were presented with the same stimulus again. They could repeat their previous response or change it, acting of their own volition. No commonly used task to study cognitive flexibility provides participants with the opportunity to repeat their choice and assess whether they subsequently choose the ‘road not taken’. We propose that the ability to change one’s responses constitutes a form of mental flexibility not fully explored within current conceptual frameworks (Uddin, 2021). This chapter reports findings from forty healthy participants who completed the task whilst undergoing a fMRI scan. Behaviourally, it was hypothesised that subjects would change their second response when their first response was incorrect or when feedback was negative, and that any effects of the spurious feedback would decrease with time. Based on the evidence reviewed above, it was predicted that PFC salience and ECN nodes (i.e., AI, dACC, IFJ, IFG and dIPFC) would be activated when participants volitionally ‘changed their minds’.

### 7.2 Methods

#### 7.2.1 Participants

Forty healthy volunteers (21 females) between the ages of 18 and 60 years (mean=31.88, sd=10.03) were recruited from adverts in the Cambridge community and from the Behavioural
and Clinical Neuroscience Institute volunteer panel. The participants were screened to ensure that they had no history of psychiatric or neurological disorders. All participants provided informed written consent and were reimbursed for their time and travel expenses, with ethical approval granted from the Cambridge Local Research Ethics Committee (08/H0308/65). These data were collected by Dr Sharon Morein-Zamir; the data analyses were conducted by myself with the guidance of Dr Morein-Zamir.

7.2.2 Task procedure

Participants performed a two-alternative forced choice task, during which they had to identify whether a masked target letter was ‘T’ or ‘L’ (Figure 7.1). During each trial, the same stimulus was presented twice following a fixation (‘1’ or ‘2’) denoting whether this was the first or second of the pair. During stimulus presentation, the target letter was embedded in a row of ‘X’s. After the first stimulus presentation, participants received feedback. The feedback was spurious and orthogonal to performance, so that it was negative on half of accurate trials and positive on half of the incorrect trials. Participants were told in advance that the feedback may not always be 100% accurate. Instructions stated that immediately after the feedback the same trial will be presented again and that they would have a chance to change their mind on the second display should they wish. The task consisted of three runs of 56 pairs of trials each. 48 trials were difficult and 8 were easy to help participants learn about the validity of the feedback.

On each trial, following a 500 ms fixation, the target was briefly presented within a row of eight ‘X’s in grey in the centre of the screen. Following a predetermined duration, the target was replaced with an ‘X’. The target location was counterbalanced, appearing in one of the 6 or 4 central locations on difficult or easy trials, respectively. A staircase determined target duration. On difficult trials, it was initially set to 60 ms and decreased by 10 ms following a correct response and increased by 10 ms following an incorrect response. On easy trials, target duration was fixed at 150 ms. The stimuli remained on screen for 2 s and participants responded by pressing one of two buttons on a custom button-box with response mappings counterbalanced across participants. Following 1 to 3 s (duration randomly selected at 100 ms intervals), feedback appeared for 1 s (‘+ correct +’ in green or ‘x wrong x’ in red). After another interval (1-3 s), the second fixation appeared, followed by the same stimulus display. The intertrial interval lasted 1 to 2.5 s. This procedure allowed for an average of 6.2 s between the first and second responses of each pair. Participants completed 12 practice pairs.
before entering the scanner. Trial order per block was randomized and the experiment was programmed in Visual Basic .NET.

Fig. 7.1 Diagrammatic representation of the task structure.

In pairs of trials a target letter (‘T’ or ‘L’) was presented and masked with an ‘X’ after a predetermined duration. After responding, participants received feedback that was orthogonal to their performance. This was followed by an identical second stimulus presentation. The first and second of each pair were denoted by fixation appearing as the numeral ‘1’ or ‘2’. Event durations are shown below the task representation.

7.2.3 Neuroimaging acquisition

Subjects were scanned at the Wolfson Brain Imaging Centre in a 3 Tesla Siemens MAGNETOM Trio scanner. A T1-weighted scan was acquired for each participant, followed by a Siemens standard EPI sequence was used depicting BOLD contrast, with TR 2000 ms, flip angle 78°, TE 30 ms, in an interleaved ascending sequence. The field of view was 192x192 mm, with matrix 64x64, echo spacing 0.47 ms, and bandwidth 2442 Hz/Px. Volume number per run varied from 285 to 336. Each image volume comprised 32 slices.
of 3-mm thickness, with in-plane resolution of 3x3 mm, orientated parallel to the anterior commissure–posterior commissure line.

7.2.4 Task performance

The main measure of interest was mean change on response two (R2), which was measured as a proportion (0-1). Response accuracy and reaction time were measures of secondary interest. LME models were fit with feedback (positive or negative), response accuracy of the first of each pair (R1: correct or incorrect), run (1-3) and an interactive term (feedback×R1 accuracy×run) as factors in R (R Core Team, 2020) using the lme4 package (Bates et al., 2015). Subsequent post-hoc pairwise comparisons of estimated marginal means with Tukey adjustment were conducted using the emmeans package (Lenth et al., 2018; Pinheiro et al., 2021). Various LMEs were tested that included different random intercepts and were subsequently compared using the Akaike Information Criterion (AIC), BIC and log likelihood. The LME including a random intercept for each subject and run had the lowest scores across all three measures and is thus reported here. The winning model was the following:

$$\text{Mean change R2} \sim \text{feedback} \times \text{R1 accuracy} \times \text{run} + (1 + \text{run} \mid \text{subject})$$

7.2.5 First-level models

First-level linear models were fit to fMRI data using FEAT (FSL) (Woolrich et al., 2001). This was done for each run and included six events: (1) R1 correct; (2) R1 incorrect; (3) positive feedback; (3) negative feedback; (5) R2 change and (6) R2 repeat. Equivalent event types for easy trials and six movement parameters (x, y, z, pitch, roll, yaw) resulting from the image realignment to control for movement artefacts were also included. Contrasts included only difficult trials and consisted of: (1) R1 incorrect vs correct; (2) negative vs positive feedback and (3) R2 change vs repeat.

7.2.6 Higher-level models

In the first second-level model, the first-level models for each subject were averaged across the three runs. An additional model was tested in which the effect of run was included to assess changes in activity over time. The contrasts above were subsequently examined in third-level mixed-effects whole-brain analyses involving one-sample t-tests with cluster thresholding with a Z-threshold of 3.1 and p<0.05 (Woolrich et al., 2004). FSLeyes was used
to generate the results figures (Smith et al., 2004). In these fMRI figures, the right and left hemispheres of the brain are inverted from the observer’s perspective.

### 7.2.7 Brain behaviour correlations

In order to assess the effect of run/session on signal in the striatum, which arose as a question of interest after the higher-level model results, the relationship between striatal activity and R2 change was assessed. Two ROIs, one comprising bilateral VS and the other bilateral DS, based on the MNI structural atlas were created (Collins et al., 1995). For each subject, the mean signal in each of these ROIs across three runs during positive or negative feedback was calculated. The signal was then correlated with mean R2 change after positive or negative feedback, respectively, using PCC, accounting for multiple comparisons with FDR correction (Benjamini and Hochberg, 1995). The data were tested for normality using the Shapiro-Wilk test prior to deciding which correlation measure to use (Shapiro and Wilk, 1965). The data was found to be normally distributed; therefore, PCC was used.

### 7.2.8 Psychophysiological interaction analysis

In order to identify which circuits may be involved in changing and repeating an action, a whole-brain psychophysiological interaction (PPI) analysis was run in FSL. Four ROIs were created based on the findings from the first analyses, as well as areas reported to mediate proactive cognitive flexibility in previous studies. The regions that were selected for PPI analysis included the caudate nucleus, AI, OFC and SFG. These areas were selected based on literature suggesting their involvement in shifting and flexibility, as well the results from the first analysis showing that the AI, OFC and SFG are more active during a change than a repeat trial. A 5 mm sphere was placed in the respective region based on the Harvard-Oxford Structural Atlas supplied with FSL. Mean timeseries for each participant and each ROI were extracted and used for subsequent analyses. The purpose of a PPI analysis is to test whether there is an interaction between the timeseries from a prespecified brain region and a cognitive process to account for the neural responses observed in other brain regions (Neufang et al., 2008). The design matrix for this analysis included the extracted time series, the response to the cognitive process of interest (change vs repeat) and a term representing the interaction between the two. Six one-sample t-tests for each seed-region were conducted (for the change-repeat and repeat-change contrasts). Clusters above a z-threshold of 2.5 and p<0.05 were considered significant.
7.2.9 Multivariate pattern analysis

A Multivariate Pattern Analysis (MVPA) was run on non-normalised and unsmoothed data to reduce distortions using nilearn and sklearn in Python3.6 (Abraham et al., 2014; Pedregosa et al., 2011). The MVPA was based on the whole-brain individual beta maps obtained from the univariate analysis, more specifically, the beta maps for feedback, R1, and beta maps for the two categories were combined by concatenation. The individual beta maps were represented as separate points in a high-dimensional space, in which a linear decision boundary was determined through a hyperplane. The decision boundary separated the scans based on the labels assigned to them, in our case, changing or repeating a response on the next trial. The classifier identified a hyperplane that could best separate the provided input space (Li et al., 2014). The SVM applied a linear kernel, rather than a non-linear kernel to minimise overfitting, using a fixed regularization parameter (C = 1). This parameter C controls the trade-off between having no training errors and allowing misclassifications and was set to 1 based on previous publications (Yang et al., 2019; Vilgis et al., 2022). Cross-validation was performed using the leave-one-out method. This method excludes one subject from each group, trains the classifier on the remaining data, and then tests performance on the excluded participants. This procedure is repeated for each subject. Subsequently, the classification process was repeated 1000 times with a different random permutation of the training labels. The purpose of permutation testing was to determine whether the overall classification accuracy was statistically significant and was used to derive a p-value. Performance was evaluated using: (1) the F1 score, (2) the area under the receiver operating characteristic curve (AUROC), and (3) classification accuracy. Maps visualising decoder weights showed which areas contributed to classifying whether the subject would change or repeat their choice on the subsequent stimulus presentation.

7.3 Results

7.3.1 Task performance

It was found that mean R2 change was significantly affected by R1 accuracy (F(1,394)=16.9, p<0.001, \(\eta^2_p=0.04\)) and feedback (F(1,394)=31.2, p<.001, \(\eta^2_p=0.07\)). When feedback was negative, mean R2 change was higher than when it was positive (M=0.39, SD=0.24; M=0.23, SD=0.22; respectively). When R1 was incorrect, mean R2 change was also higher compared to when it was correct (M=0.41, SD=0.24; M=0.21, SD=0.19, respectively). Furthermore, there was a significant feedback×run interaction (F(1,394)=3.96, p=0.047, \(\eta^2_p=0.01\), driven
by participants changing less after negative feedback with each run, i.e., they learned to disregard negative feedback ($t(394)=-2.00, p=0.047$). Mean changing after positive feedback did not increase or decrease across the three runs ($t(394)=-0.40, p=0.69$) (Figure 7.2).

A linear mixed-effects model for R2 change revealed significant feedback and feedback×run interactive effects. Participants changed their response more following spurious negative feedback compared with spurious positive feedback, although the effect of the negative feedback on R2 change reduced across the three runs. Error bars represent standard error of the mean.

Mean R1 accuracy was above chance at 0.59 (SD=0.071, 95%CI[0.56,0.61]), albeit quite low, suggesting participants found the task challenging to complete. Mean R1 accuracy was significantly affected by run as subjects’ performance improved ($F(1,79)=4.35, p=0.040$). Mean R2 accuracy was higher, at 0.64 (SD=0.071, 95%CI[0.61,0.66]). R1 accuracy and R1
accuracy×feedback significantly affected R2 accuracy (F(1,394)=403, p<0.001, \eta^2_p=0.51 and F(1,394)=63.3, p<0.001, \eta^2_p=0.14, respectively). Following correct R1, mean R2 accuracy was higher than after incorrect R1 (M=0.78, SD=0.19; M=0.40, SD=0.25, respectively).

When R1 was correct, R2 accuracy was higher when feedback was positive than when it was negative (t(394)=-5.06, p<0.001). When R1 was incorrect, R2 accuracy was higher when feedback was negative than positive (t(394)=6.19, p<0.001). An analysis of mean RT2 (mRT2) found a decrease in mRT2 across the three runs (F(1,39)=9.88, p=0.0032). There was also a feedback×R1 accuracy interaction (F(1,394)=4.21, p=0.41), with faster responding when R1 was correct and feedback was positive (t(394)=5.23, p<0.001).

7.3.2 Task-related brain activation - Changing versus repeating a response

Brain activity in the in the SFG, paracingulate gyrus, cingulate gyrus, insular cortex, OFC, caudate, putamen, thalamus, frontal pole, intracalcarine and supraclecarine cortices and cerebellum was associated with repeating a response. Similar areas were activated when a participant changed their response. The R2 change-repeat contrast found that there was greater activity in the paracingulate/cingulate gyrus, AI, superior, middle and inferior frontal gyri, superior and middle temporal gyri, OFC, frontal pole, caudate as well as in the lateral occipital cortex and cerebellum when a response was changed, rather than repeated (Fig. 7.3 and Table 7.1).
7.3 Results

Fig. 7.3 The R2 change versus repeat contrast.

a) Axial slices (MNI Z = -10 to -1) of the contrast highlighting key regions activated more when participants changed compared to when they repeated their responses. b) Sagittal view (MNI x=6 to 4) of the contrast highlighting key regions activated more when participants changed compared to when they repeated their responses. Activations detected with a whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 3.1 and p<0.05. The colour bar represents the t-statistic.
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<table>
<thead>
<tr>
<th>Name</th>
<th>BA</th>
<th>Side</th>
<th>MNI coordinates (X, Y, Z)</th>
<th>Number of voxels</th>
<th>Volume (mm(^3))</th>
<th>Mean z-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontal Pole</td>
<td>10</td>
<td>R</td>
<td>30, 64, -4</td>
<td>367</td>
<td>12386</td>
<td>3.49</td>
</tr>
<tr>
<td>Frontal Pole</td>
<td>10</td>
<td>L</td>
<td>-35, 59, -5</td>
<td>199</td>
<td>6716</td>
<td>3.60</td>
</tr>
<tr>
<td>Anterior Insular Cortex</td>
<td>13,16</td>
<td>R</td>
<td>38, 20, 2</td>
<td>96</td>
<td>3240</td>
<td>3.76</td>
</tr>
<tr>
<td>Anterior Insular Cortex</td>
<td>13,16</td>
<td>L</td>
<td>-40, 20, 2</td>
<td>86</td>
<td>2903</td>
<td>3.75</td>
</tr>
<tr>
<td>Frontal Orbital Cortex</td>
<td>11,12</td>
<td>R</td>
<td>42, 26, -7</td>
<td>167</td>
<td>5636</td>
<td>3.67</td>
</tr>
<tr>
<td>Frontal Orbital Cortex</td>
<td>11,12</td>
<td>L</td>
<td>-50, 25, -8</td>
<td>119</td>
<td>4016</td>
<td>3.73</td>
</tr>
<tr>
<td>Superior Frontal Gyrus</td>
<td>6,8</td>
<td>R</td>
<td>3, 36, 44</td>
<td>251</td>
<td>8471</td>
<td>3.64</td>
</tr>
<tr>
<td>Superior Frontal Gyrus</td>
<td>6,8</td>
<td>L</td>
<td>-7, 27, 47</td>
<td>168</td>
<td>5670</td>
<td>3.85</td>
</tr>
<tr>
<td>Middle Frontal Gyrus</td>
<td>46</td>
<td>R</td>
<td>47, 35, 31</td>
<td>252</td>
<td>8505</td>
<td>3.53</td>
</tr>
<tr>
<td>Middle Frontal Gyrus</td>
<td>46</td>
<td>L</td>
<td>-48, 18, 42</td>
<td>93</td>
<td>3139</td>
<td>3.39</td>
</tr>
<tr>
<td>Paracingulate Gyrus</td>
<td>32</td>
<td>R</td>
<td>3, 29, 42</td>
<td>168</td>
<td>5680</td>
<td>3.71</td>
</tr>
<tr>
<td>Paracingulate Gyrus</td>
<td>32</td>
<td>L</td>
<td>-7, 40, 27</td>
<td>168</td>
<td>5680</td>
<td>3.80</td>
</tr>
<tr>
<td>Anterior Cingulate Gyrus</td>
<td>24</td>
<td>R</td>
<td>8, 30, 24</td>
<td>104</td>
<td>3510</td>
<td>3.58</td>
</tr>
<tr>
<td>Anterior Cingulate Gyrus</td>
<td>24</td>
<td>L</td>
<td>-6, 28, 27</td>
<td>67</td>
<td>2261</td>
<td>3.46</td>
</tr>
<tr>
<td>Inferior Frontal Gyrus</td>
<td>44,45</td>
<td>R</td>
<td>45, 20, 9</td>
<td>182</td>
<td>6142</td>
<td>3.50</td>
</tr>
<tr>
<td>Inferior Frontal Gyrus</td>
<td>44,45</td>
<td>L</td>
<td>-48, 18, 5</td>
<td>161</td>
<td>5434</td>
<td>3.55</td>
</tr>
<tr>
<td>Middle Temporal Gyrus</td>
<td>21</td>
<td>R</td>
<td>58, -25, -6</td>
<td>92</td>
<td>3105</td>
<td>3.50</td>
</tr>
<tr>
<td>Middle Temporal Gyrus</td>
<td>21</td>
<td>L</td>
<td>-59, -25, -6</td>
<td>34</td>
<td>1147</td>
<td>3.58</td>
</tr>
<tr>
<td>Angular Gyrus</td>
<td>39</td>
<td>R</td>
<td>51, -53, 43</td>
<td>294</td>
<td>9922</td>
<td>3.72</td>
</tr>
<tr>
<td>Angular Gyrus</td>
<td>39</td>
<td>L</td>
<td>-55, -54, 43</td>
<td>363</td>
<td>12251</td>
<td>3.95</td>
</tr>
<tr>
<td>Supramarginal Gyrus</td>
<td>40</td>
<td>R</td>
<td>56, -44, 45</td>
<td>225</td>
<td>7594</td>
<td>3.58</td>
</tr>
<tr>
<td>Supramarginal Gyrus</td>
<td>40</td>
<td>L</td>
<td>-57, -46, 45</td>
<td>295</td>
<td>13331</td>
<td>3.89</td>
</tr>
<tr>
<td>Lateral Occipital Cortex</td>
<td>19</td>
<td>R</td>
<td>38, -63, 45</td>
<td>163</td>
<td>5501</td>
<td>3.88</td>
</tr>
<tr>
<td>Lateral Occipital Cortex</td>
<td>19</td>
<td>L</td>
<td>-37, -61, 45</td>
<td>275</td>
<td>9281</td>
<td>3.96</td>
</tr>
<tr>
<td>Precuneus Cortex</td>
<td>7</td>
<td>R</td>
<td>6, -68, 45</td>
<td>11</td>
<td>371</td>
<td>3.38</td>
</tr>
<tr>
<td>Precuneus Cortex</td>
<td>7</td>
<td>L</td>
<td>-6, -73, 45</td>
<td>38</td>
<td>1282</td>
<td>3.50</td>
</tr>
</tbody>
</table>

Table 7.1 Change-repeat contrast summary.

Summary of fMRI peak activity for the R2 change vs repeat contrast (whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 3.1 and p<0.05). BA – Brodmann area; MNI – Montreal Neurological Institute template.
7.3 Results

7.3.3 Activations associated with R1 and feedback

Both incorrect and correct R1 activated the cingulate and paracingulate gyri, superior, middle, and inferior frontal gyri, insular cortex, lateral occipital cortex and superior parietal lobule. The incorrect-correct contrast revealed greater activations in the paracingulate, cingulate and superior frontal gyri and the right angular gyrus during an incorrect response. Positive and negative feedback both lead to activity in the superior and middle temporal gyri, occipital cortex, and right frontal pole. The response was significantly greater for negative feedback than for positive feedback only in the superior frontal and superior temporal gyri.

7.3.4 Dorsal and ventral striatum are associated with learning to disregard feedback

Exploratory analyses were run to determine whether activations during the main events of interest (R1, feedback and R2) changed across the three runs. The response to correct R1 increased across the runs in the frontal pole and vmPFC. For incorrect R1, the signal in the DS decreased with time in both hemispheres. Activity in the left DS increased following both positive and negative feedback (Fig. 7.4). Additionally, an increase in the vmPFC, occipital pole and cerebellum was observed in the negative feedback condition. In the R2 change and repeat conditions, only activity in the occipital pole increased with run.

As a result of the observations made for R2 change over time in response to feedback, it was decided to extract the mean signal in the dorsal and ventral striatum during the presentation of positive or negative feedback using anatomical ROIs for these two regions. Then, the mean signal was correlated with mean R2 change after positive or negative feedback, respectively. There was a significant positive correlation between mean R2 change and VS activation after positive feedback ($r(40)=0.39, p=0.039$). No other correlations survived multiple comparisons correction.
Fig. 7.4 Change in signal in response to positive and negative feedback across the three runs. 
a) Voxels that show an increased signal in response to positive feedback across the three runs. 
The voxels in the left striatum are highlighted (MNI coordinates: X=-13, Y=9, Z=13). b) 
Voxels positively correlated with run when negative feedback is presented. The voxels can 
be seen in the left striatum, occipital pole and cerebellum (MNI coordinates: X=-19, Y=17, 
Z=3). Results were obtained with a mixed-effects whole-brain analysis involving one-sample 
t-tests with cluster thresholding with a Z-threshold of 3.1 and p<0.05. c) Scatter plot showing 
the relationship between mean ventral striatal activation across the three runs when positive 
feedback is presented and mean R2 change after positive feedback.
7.3.5 Neural circuits implicated in the repeat and change conditions

PPI analyses highlighted important interactions between brain areas involved in modulating responses on this novel task. When the AI was used as an ROI in the analysis, it was found that there is greater connectivity between the AI and occipital cortex in the repeat compared to the change condition (Fig. 7.5). The areas of the occipital cortex include the lateral occipital cortex and occipital pole, with stronger connections seen with the left hemisphere. When the OFC sphere was used as the seed region, similar findings were made. There was stronger connectivity in the repeat condition between the OFC ROI and occipital areas, including the lingual gyrus, occipital pole, and occipital fusiform gyrus (Fig. 7.6). When the SFG PPI analysis was run, there was enhanced connectivity between this region and the left posterior cingulate gyrus and precuneus cortex when a person was changing a response rather than repeating it (Fig 7.7). No observations were made when the caudate nucleus was the ROI.

![Fig. 7.5 Results of the AI psychophysiological interaction analysis.](image)

Brain areas with greater connectivity in the repeat condition when the AI ROI was used in the PPI analysis in the repeat-change contrast (MNI coordinates: X=-28, Y=84, Z=-4). These areas include the lateral occipital cortex and occipital pole. The ROI sphere is represented in white, and the areas highlighted by the PPI analysis are shown in yellow. Results were obtained via a mixed-effects whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05.
Table 7.2 AI PPI repeat-change contrast summary.

Summary of fMRI peak activity for the PPI contrast of change vs repeat with AI as the seed-region (whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05). BA – Brodmann area; MNI – Montreal Neurological Institute template.

<table>
<thead>
<tr>
<th>Name</th>
<th>BA</th>
<th>Side</th>
<th>MNI coordinates (X, Y, Z)</th>
<th>Number of voxels</th>
<th>Volume (mm³)</th>
<th>Mean z-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral Occipital Cortex</td>
<td>19</td>
<td>L</td>
<td>-30, -82, 24</td>
<td>58</td>
<td>1958</td>
<td>2.87</td>
</tr>
<tr>
<td>Occipital Pole</td>
<td>18</td>
<td>L</td>
<td>-30, -95, 19</td>
<td>32</td>
<td>1080</td>
<td>2.85</td>
</tr>
</tbody>
</table>

Fig. 7.6 Results of the OFC psychophysiological interaction analysis.

Brain areas with greater connectivity in the repeat condition when the OFC ROI was used in the PPI analysis (MNI coordinates: X=-3, Y=-91, Z=-4). Areas include the lingual gyrus, occipital fusiform gyrus and occipital pole. The ROI sphere is represented in white, and the areas highlighted by the PPI analysis are shown in yellow. Results were obtained via a mixed-effects whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05.
Table 7.3 OFC PPI repeat-change contrast summary.

<table>
<thead>
<tr>
<th>Name</th>
<th>BA</th>
<th>Side</th>
<th>MNI coordinates (X, Y, Z)</th>
<th>Number of voxels</th>
<th>Volume (mm^3)</th>
<th>Mean z-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lingual Gyrus</td>
<td>17,18</td>
<td>L</td>
<td>-8, -86, -5</td>
<td>47</td>
<td>1586</td>
<td>2.84</td>
</tr>
<tr>
<td>Occipital Pole</td>
<td>18</td>
<td>R</td>
<td>-9, 93, -4</td>
<td>18</td>
<td>608</td>
<td>2.82</td>
</tr>
<tr>
<td>Occipital Pole</td>
<td>18</td>
<td>L</td>
<td>-5, -93, -5</td>
<td>45</td>
<td>1519</td>
<td>2.89</td>
</tr>
<tr>
<td>Occipital Fusiform Gyrus</td>
<td>37</td>
<td>L</td>
<td>-19, -88, -11</td>
<td>33</td>
<td>1114</td>
<td>2.84</td>
</tr>
</tbody>
</table>

Summary of fMRI peak activity for the PPI contrast of change vs repeat with OFC as the seed-region (whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05). BA – Brodmann area; MNI – Montreal Neurological Institute template.

Fig. 7.7 Results of the SFG psychophysiological interaction analysis.

Areas that show greater activity with the SFG ROI in the change compared to the repeat condition (MNI coordinates: X=-3, Y=0, Z=24). These areas include the posterior cingulate gyrus and precuneus cortex. The ROI sphere is represented in white, and the areas highlighted by the PPI analysis are shown in yellow. Results were obtained via a mixed-effects whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05.
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<table>
<thead>
<tr>
<th>Name</th>
<th>BA</th>
<th>Side</th>
<th>MNI coordinates (X, Y, Z)</th>
<th>Number of voxels</th>
<th>Volume (mm³)</th>
<th>Mean z-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cingulate Gyrus, posterior</td>
<td>23,31</td>
<td>L</td>
<td>-4, -47, 26</td>
<td>42</td>
<td>1418</td>
<td>2.81</td>
</tr>
<tr>
<td>Precuneus Cortex</td>
<td>7</td>
<td>R</td>
<td>4, 61, 38</td>
<td>8</td>
<td>280</td>
<td>2.66</td>
</tr>
<tr>
<td>Precuneus Cortex</td>
<td>7</td>
<td>L</td>
<td>-3, -61, 28</td>
<td>44</td>
<td>1485</td>
<td>2.82</td>
</tr>
</tbody>
</table>

Table 7.4 SFG PPI change-repeat contrast summary.

Summary of fMRI peak activity for the PPI contrast of change vs repeat with the SFG as the seed-region (whole-brain analysis involving one-sample t-tests with cluster thresholding with a Z-threshold of 2.5 and p<0.05). BA – Brodmann area; MNI – Montreal Neurological Institute template.

7.3.6 Multivariate Pattern Analysis: changing one’s mind

The MVPA analysis enabled us to test if it is possible to predict whether a participant would change or repeat their response on the second pair of a trial. Using this method, it was possible to predict R2 change from brain activity during R1, feedback presentation and the combination of the two. Accuracy reached 0.64 when the beta coefficient maps for R1 accuracy were used. When the feedback beta coefficient maps were tested, predictive accuracy reached 0.74. When R1 and feedback were combined, performance achieved was superior with an accuracy of 0.77. Using fMRI data improved predictive accuracy compared to solely fitting an LME model to behaviour, as accuracy maximally reached 0.70 in that case. A summary of performance metrics, including the AUROC and F1 scores, for the different models can be found in Table 7.5.
Table 7.5 MVPA analysis summary of performance metrics.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Response 1</th>
<th>Feedback</th>
<th>Response 1 + Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.64</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>AUROC</td>
<td>0.57</td>
<td>0.83</td>
<td>0.86</td>
</tr>
<tr>
<td>F1</td>
<td>0.66</td>
<td>0.74</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Summary of MVPA analysis performance metrics. In the first analysis, classification was based purely on the beta maps from R1. The second analysis uses the beta maps from the feedback conditions, and the last analysis combined the two by concatenating the beta maps. Performance was measured using the accuracy, AUROC and F1 scores. AUROC – Area Under the Receiver Operating Characteristic Curve.

Maps visualising decoder weights showed which areas helped classify whether participants would repeat or change their response. Areas that contributed to classifying R2 responses based on activity during R1 included the cingulate cortex, caudate, putamen, inferior and middle frontal gyri, frontal pole, occipital cortex, with additional voxels distributed across the brain. When the feedback beta maps were used, the areas involved in classification were the AI and OFC, as well as the SFG, paracingulate gyrus, cingulate gyrus, caudate and frontal pole (see Fig. 7.8).

Fig. 7.8 Results of the multivariate pattern analysis.

MVPA decoder weights for change and repeat conditions based on beta maps during the feedback presentation. The voxels shown contributed to the decoder deciding whether the participant would change or repeat their response on the next stimulus presentation. Blue voxels aided in the classification of a repeat trial, orange voxels helped classify a change trial. MNI coordinates: X=-5, Y=15, Z=4.
7.4 Discussion

In this study, I present a novel task enabling the assessment of proactive cognitive flexibility which does not involve reward or rule-based learning, but instead requires the subject to adjust their behaviour voluntarily. Behaviourally, it was observed that changing a response on the second stimulus presentation was affected by feedback, accuracy on the first response, as well as run. In particular, subjects were more likely to shift if their first response was incorrect and if feedback was negative. Additionally, changing a response after negative feedback decreased with each run, indicating that participants learnt that feedback was unreliable. The reaction time on the second response also decreased across the three runs, suggesting that participants were becoming more confident in their decisions (Desender et al., 2019).

Previous studies have identified the ACC and SFG to be two key structures for error and action monitoring (Bonini et al., 2014; Botvinick et al., 1999; Carter et al., 1998; Veen et al., 2001). Therefore, the activity in these two areas when a response was incorrect likely reflects their involvement in error signalling. Electrophysiological evidence from primates has shown that ACC neurons not only respond to errors, but also signal prior to adjustments following an error, thereby contributing to selection of the next movement (Shima and Tanji, 1998). Activity in the ACC has also been found to reflect a behavioural shift on the subsequent trial on reversal learning tasks (Kawai et al., 2015). Previous studies in humans have investigated the neural substrates of error signalling and error detection (Ullsperger et al., 2014; Veen and Carter, 2002). The findings presented in this chapter complement these by focusing on the subsequent behavioural adjustment, i.e., on the instantiation of flexibility through a change on the second response. This reflects the importance of the ACC when behavioural adjustments are implemented, which has thus far received less attention in humans (Ridderinkhof et al., 2004).

In line with findings from other studies employing tasks of behavioural shifting, it is found that the IFJ, IFG, AI, ACC and dlPFC play a key role in mediating response switching in our task (Braun et al., 2015; Dajani et al., 2020; Shine et al., 2016). The IFJ is thought to mediate response shifting via the integration of multiple behavioural control processes and interactions with the dlPFC, vIPFC, AI and putamen (Cole and Schneider, 2007; Levy and Wagner, 2011; Sundermann and Pfleiderer, 2012). The AI and IFG, on the other hand, are important for response inhibition, whilst having dissociable roles (Cai et al., 2014). The former is intrinsically functionally connected to the ACC and important for salience detection of unexpected or infrequent events. AI involvement here is unlikely due to detection of an
unexpected stimulus as in the case of inhibition in stop signal or Go/No-go tasks. Instead, given changing was more infrequent than staying, it may be associated with the salience of an internally generated infrequent action. The IFG has stronger connectivity with the dPFC as part of the ECN and facilitates appropriate behavioural control (Cai et al., 2014). The recruitment of both the AI and IFG may be attributable to inhibition of the first response, highlighting the intrinsic role of inhibition in purposeful flexible adjustment of behaviour.

The PPI analysis gave an insight into which brain circuits give rise to repeating or changing a response. When the AI was used as the seed region, stronger connectivity to the lateral occipital cortex and occipital pole in the repeat compared to the change condition was found. This was also the case for the connectivity from the OFC to the occipital pole, lingual gyrus, and occipital fusiform gyrus. A recent publication reported results from an automated meta-analysis of cognitive shifting, updating and inhibition, which highlighted not only the importance of the IFJ, AI and ACC, but also the angular gyrus and visual cortex, areas whose role in cognitive flexibility is oftentimes overlooked (Uddin, 2021). Reports from multiple task-switching studies further confirm the involvement of occipital regions such as the lateral and medial occipital cortices (Armbruster et al., 2012; Dajani et al., 2020). In mice, ACC projection neurons to the visual cortex important for error monitoring have been directly linked to post-error behavioural adaptation through fibre photometry and optogenetic manipulations (Norman et al., 2021). In humans, a causal dependency between the frontal operculum and three occipitotemporal regions in cognitive control has also been demonstrated using transcranial magnetic stimulation, suggesting top-down regulation of visual areas by the AI and frontal operculum (Higo et al., 2011). Whether occipital areas in our task were solely activated due to the stimuli being visual is unclear. Nonetheless, these findings support an involvement of the AI/OFC and connections to occipital regions in cognitive flexibility.

An unexpected finding was the increased activity in the left caudate and putamen during feedback presentation across the three runs. This change in activity may reflect the decrease in response shifting after negative feedback with each run. The striatum is a critical node in response inhibition, particularly proactive inhibitory control. This is in contrast to circuits passing through the subthalamic nucleus, which are involved in reactive inhibition, as cortical signals via the hyperdirect pathway reach the basal ganglia faster than if they would travel through the striatum (Aron and Poldrack, 2006; Vink et al., 2005; Zandbelt and Vink, 2010). Chemogenetic inactivation of frontostriotial neurons in rats is known to impair behavioural inhibition, electrophysiological striatal recordings in macaques reflect future events and the striatum has been found to be activated during a task requiring proactive adjustments of
response strategies (Blazquez et al., 2002; Terra et al., 2020; Vink et al., 2005). Moreover, these findings are compatible with the established role of the DS in behavioural and cognitive control, decision-making under uncertainty and signalling ambiguity (Hsu et al., 2005; Lopez-Paniagua and Seger, 2013; Mestres-Missé et al.; 2017). Therefore, it seems plausible that the increased activity in the DS observed is representative of processes inhibiting an upcoming response tendency arising from the feedback presented and reflect its contribution to decision-making and response selection (Zandbelt and Vink, 2010).

Using the machine learning MVPA approach, the amount of information gained from fMRI data can be increased, as it considers the response patterns of all voxels that may otherwise not be taken into account in traditional univariate methods (Weaverdyck et al., 2020). Indeed, this approach has provided additional information about the nature of repeating versus changing a response on this task. When feedback was presented, the algorithm could predict the participants next action with an accuracy of 77%. As the prediction of behaviour in this tightly controlled situation from performance data was 70%, the BOLD voxel-wise approach enhanced the predictive properties of the data. Decoder weight maps highlighted that voxels in the AI, OFC, frontal pole, SFG, cingulate gyrus and caudate strongly contributed to predicting a change event on the subsequent stimulus presentation. The frontal pole, AI and OFC were also important for predicting a repeat trial. These results suggest that brain activity prior to an action can encode contributors to the decision that will be made, in this case, representing antecedents to changing one’s mind.

The novel task presented in this chapter created high uncertainty via brief stimulus presentation times and spurious feedback. It differs from previous tasks of cognitive flexibility, as it does not require ongoing rule-based learning and allows subjects to repeat or change their response of their own volition. Despite the differences in task implementation, parallels with the reversal learning task can be drawn. Participants change or repeat a response regardless of feedback on the CYM task, reminiscent of behaviour represented by the $\kappa$ parameter discussed previously. In RL, the $\kappa$ parameter may be representative of a volitional component, based on internally generated signals. This behaviour has also been described as value-free (Miller et al., 2019). The CYM task makes it possible to separate this value-free component from value-based components. However, behaviour on the CYM task is not free operant, i.e., it is not modifiable by its consequences (Staddon and Cerutti, 2003). Nonetheless, the results presented here may provide an additional insight into which areas mediate value-free behaviours in RL, such as the SFG, cingulate gyrus, insular cortex and DS, as these were areas active when a response was repeated. The involvement of the insular cortex and DS
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in habitual responding has also been demonstrated in chapter 3, suggestive of the fact that behaviour on the RL and CYM task reflect similar mechanisms.

Though effective in eliciting participants to change their minds, the task could not dissociate specific contributions of internal versus external sources of uncertainty. Future studies may disentangle these or explore alternate contributors to shifting representative of everyday situations. The task does assist with some difficulties encountered by the impurity problem, which makes it difficult to untangle joint and separable aspects of executive processes (Miyake et al., 2000; Uddin, 2021). Namely, a challenge in studying cognitive flexibility has been to isolate it from working memory and attention demands. These processes were likely kept constant in the change vs repeat contrast, with the task having minimal spatial and rule learning requirements. Future studies could employ the same task with auditory stimuli to verify modality independent involvement of key PFC nodes. Moreover, this could reveal whether occipital region activation is due to the visual nature of most flexibility tasks (Niendam et al., 2012). Ultimately, the present findings widen our view of flexibility in everyday life by allowing a targeted assessment of volitional decision-making.
Chapter 8

Discussion

This PhD thesis set out to investigate how behavioural RL and cognitive flexibility processes are altered in multiple psychiatric disorders, with a focus on major depressive and substance use disorder. Additionally, the neural substrates underlying the observed behavioural differences were explored using neuroimaging techniques. Besides highlighting behavioural and neural RL changes in different patient groups, a new insight into cognitive flexibility was provided via a novel task. Behaviour on this task was value-free, making it possible to draw parallels with the $\kappa$ RL parameter investigated in the other chapters. Computational modelling and neuroimaging approaches were used across two species, rats and humans, making it possible to translate findings between them. This last chapter of the thesis will aim to bring together the findings from the different chapters, highlight the most important results and build a translational bridge on a behavioural and neural level between species.

8.1 Reinforcement Learning in Depression

8.1.1 RL in rodents exposed to REMS and adulthood stress

In chapter 3, behavioural and neural RL processes were investigated in rats exposed to repeated early-life maternal separation and adulthood stress for the first time. The MS paradigm is commonly used to induce depression-like phenotypes in rats and to investigate the effects of early-life stress. ELS is known to predispose to psychiatric conditions such as MDD and posttraumatic stress disorder in humans (Bölkbas et al., 2020; Syed and Nemeroff, 2017). It has been shown that ELS in rodents and humans leads to reduced cognitive flexibility and decision-making (Goodwill et al., 2018; Harms et al., 2018; Hyer
et al., 2021). However, the effects of a ‘two-hit’ model involving ELS and adulthood stress on RL in rodents have not been investigated before.

Control males showed an increase in lose-shift behaviour after a correct response following adulthood stress, accompanied by a decrease in the learning rate for non-rewarded trials $\alpha_{non-rew}$. MS males were unaffected by the second stressor but showed fewer perseverative responses than control males beforehand. In females, only effects on the lose-shift probability after an incorrect response were observed; this measure was significantly lower in MS females prior to the stressor but increased after secondary stress exposure. This outcome aligned with greater values of the stickiness parameter $\kappa$ in MS females prior to the stressor. $\kappa$ increased in control females after adulthood stress. These results suggest that in males, the REMS procedure enhanced resilience to stress later in life, whereas in females, REMS and the secondary stress had a non-additive effect on the animals’ behavioural profile. In our study, the latter was reflected by an increased tendency to repeat choices regardless of previous outcomes. In other words, MS females’ choices were less driven by reward and punishment. This suggests blunted reward processing, an effect previously observed in humans, which has been related to anhedonia (Safra et al., 2019; Weinberg and Shankman, 2017). Stress is known to disproportionately affect females, increasing their risk for stress-related pathologies that lead to cognitive impairment, an effect that was also shown by the findings reported in this chapter (and see Goodwill et al., 2018).

Analysis of rs-FC revealed that changes in the connectivity of the BLA may underlie the behavioural observations. In control males and MS females, lower strength connectivity of the BLA to the cingulate, IL, AI and DS was observed compared to MS males and control females. These findings are consistent with other studies where reduced amygdalar connectivity following ELS in rodents was reported (Cohen et al., 2013; Johnson et al., 2018). Additionally, the RL parameter $\kappa$, which was significantly affected in MS females, was linked to connectivity between mOFC and the cingulate, IL, PrL, and insular cortex. This is a unique insight into the circuits giving rise to this RL parameter, which may help inform our understanding of which circuits may mediate it in humans. Pharmacological inactivation of the IL in rats has previously been shown to decrease $\kappa$ (Verharen et al., 2020). Moreover, lesioning this area impairs habitual behaviour, suggesting the IL is an important component of the network mediating habitual responding (Killcross and Coutureau, 2003). Given that both ‘sticky’ and habitual behaviour are value-free, the results suggest a potential common involvement of the IL.
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8.1.2 RL in patients with MDD and/or SUD

In chapter 6, PRL data from a naturalistic sample of patients with a diagnosis of MDD, either on its own or with a comorbid diagnosis, were analysed using RL models. The additional diagnoses included SUD or ASD. Surprisingly, none of the conventional measures differed between these groups, which was also found in the original publication of this study (Brolsma et al., 2020b). From the five models tested, the best-fitting model included three parameters: a joint learning rate, $\alpha$; reinforcement sensitivity, $\beta$; and stimulus stickiness, $\kappa_{stim}$. The $\alpha$ parameter was solely affected in SUD, with patients in this group having higher values. The reinforcement sensitivity parameter $\beta$ was decreased in multiple patient groups, including the SUD, SUD/MDD and SUD/ASD group. The stimulus stickiness rate was increased in both SUD and SUD/MDD groups. MDD only patients showed no differences on any of the parameters. Surprisingly, none of these parameters were found to be correlated with clinical measures, such as the IDS, ASI or AQ.

Although these results were unexpected, a consensus on how RL parameters are altered in MDD has not yet been reached. Some studies report reduced learning rates from rewarded trials, $\alpha_{rew}$, and/or increases in the learning rate from non-rewarded trials, $\alpha_{non-rew}$ (Admon and Pizzagalli, 2015; Huys et al., 2013). However, null results have also been reported (Gradin et al., 2011). A prominent theory of MDD suggests that reward processing is significantly altered in MDD and that MDD patients exhibit a negative bias on tasks of perception, attention and memory (Eshel and Roiser, 2010; Gotlib and Joormann, 2010). In another study, it was shown that reinforcement sensitivity, rather than learning rates, are correlated with anhedonia severity (Huys et al., 2013). In the study presented here, measures of anhedonia were not collected. Therefore, it was not possible to investigate whether RL parameters correlate with anhedonia, which may explain the discrepancy in the results. Further, the task employed here was different to PRL tasks used in other studies, as in this study, the stimuli could appear in one of four locations to prevent a side bias, which has not been the case in previous reports (Brown et al., 2021; Dombrovski et al., 2013; Mukherjee et al., 2020). Finally, the findings demonstrate that the diagnosis of a comorbidity differentially affects RL measures, underlining the importance of diversity within patient samples.

8.1.3 Building bridges between human and rodent research studies

One of the aims of this thesis was to build translational bridges between the behavioural and neural markers of RL in psychiatric disorders between rats and humans. However, the
behavioural profiles arising from MS and the adulthood stressor in rats were not replicated in MDD patients. Whereas the $\alpha_{\text{non-rew}}$ and $\kappa$ parameters were affected by both interventions in rats, patients with MDD showed no differences on either conventional or RL measures. There may be multiple explanations for this. Firstly, the ‘two-hit’ model in rodents is not the equivalent of MDD in humans. Although ELS is a factor that increases the risk of developing a neuropsychiatric disorder later in life, not all individuals that have experienced ELS develop MDD or other mental health conditions (Kessler et al., 2010; Targum and Nemeroff, 2019). Individuals that have experienced ELS show decreased positive feedback sensitivity and a reduced learning rate (Wilkinson et al., 2021). The learning rate is also negatively impacted by acute stress (Raio et al., 2017). Moreover, ELS has previously been shown to increase perseverative tendencies in female rats, and humans that have experienced stress in childhood show greater habitual responding than control participants (Brydges et al., 2015; Gordon et al., 2020). These findings more closely reflect the observations made in rodents that experienced MS and adulthood stress (chapter 3). Therefore, a better comparison can be drawn between MS in rats and individuals that have experienced ELS.

Another explanation for the diverging results may be that MS animals did not differ from control animals on the SPT, a measure of anhedonia. Although it has been questioned whether the SPT truly provides a measure of anhedonia in rats, together with the PRL findings in males, reflecting non-depressive behaviours, it raises the question of whether the REMS paradigm causes depressive-like phenotypes (Scheggi et al., 2018). Additionally, sucrose intake may not be an appropriate measure for females, as they tend to drink more sucrose than males and show erratic increases in consumption (Dalla et al., 2005). Null effects of REMS are not uncommon, and it is known that this procedure can result in enhanced resilience (Santarelli et al., 2017; Tan et al., 2017). Nonetheless, given the behavioural profiles of MS females and the associated connectivity changes, it does appear that REMS resulted in behavioural and neural effects in this sex only. It has also been reported that the MS paradigm in rats enhances vulnerability to drug abuse, suggesting that this intervention results in a profile reflecting addiction, rather than depression vulnerability (Alves et al., 2020). This would align with the increased $\kappa$ observed in MS females and MS-induced compulsivity in previous studies (Brydges et al., 2015).

The BLA and mOFC, which are areas associated with goal-directed behaviour, were key regions in rats whose connectivity to other areas was altered following REMS. In humans with low chronic job stress, the OFC, vIPFC, anterior caudate, and insula are active during reversal learning tasks, which is not observed in men with high chronic job stress (Ohira et al., 2011). Altered amygdala connectivity following ELS in rodents and humans and in
patients with MDD has been frequently reported, suggesting that this area is involved in depressive phenotypes across species (Guadagno et al., 2021; He et al., 2019; Qin et al., 2019; Wackerhagen et al., 2020). The mOFC has also been previously reported to show altered connectivity in these groups (Cheng et al., 2016; Drevets, 2005). Further, the putamen and insular cortex have been found to be involved in habitual responding in humans (Eryilmaz et al., 2017; Tricomi et al., 2009). These areas were found to be correlated with the RL parameter $\kappa$ in chapter 3, therefore, providing support for the fact that they may also be involved in mediating $\kappa$ in humans.

### 8.1.4 Implications for the use of the maternal separation procedure to study depression

In the third chapter of this thesis, the ‘two-hit’ model of depression was used to elicit a depression-like phenotype in rats. Shortly after birth, pups were separated from their mothers for six hours a day between PND5 and PND19. In adulthood, at around PND260-280, they received the second ‘hit’ - repeated shock-stressors. Although MS is one of the most commonly used procedures to simulate the effects of ELS in rats, there is a large variability in the results, with some studies reporting increased anxiety- and depressive-like behaviours in adulthood, and other studies finding no effects (Masrour et al., 2018; Millstein and Holmes, 2007; Kalinichev et al., 2002; Savignac et al., 2011). Sex-specific effects have also been reported, but there is no clear consensus on which rodent sex is more vulnerable (Eklund and Arborelius, 2006; Lehmann et al., 1999; White et al., 2020). Not only have the inconsistent findings resulting from MS been criticised, but questions have been raised regarding whether MS reflects neglect, abuse or a combination of both (Murthy and Gould, 2018). In some studies, it has been observed that dams increased maternal care following separation, dampening the effects of the separation (Millstein and Holmes, 2007). In the study presented in chapter 3, MS did result in different behavioural profiles, mostly observed in females, and changes in behaviour and connectivity following the adulthood stressor. However, it did not result in increased symptoms of anhedonia, which would be expected. Moreover, it seemed that males were resistant to the separation. This raises the question - how much translational value does this paradigm bring?

The great variability in the results of MS studies come down to differences in study design. Firstly, the genetic background of the animal is important, as some mouse or rat strains are more resistant to stress and others are more anxious (Millstein and Holmes, 2007; Savignac et al., 2011). Moreover, the timing and duration of MS may play a role. In studies during
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which the MS occurs at the same time every day, the intervention may become predictable and may therefore be less stressful for pups. It has also been suggested that there is a sensitive period during which rats are most vulnerable, an effect that does not exist in humans (Dunn et al., 2018; van der Kooij et al., 2015). The ‘two-hit’ model of depression was developed to mimic ‘cumulative’ stress related to mental health in humans, but null effects of this model have been presented (Santarelli et al., 2017; Tan et al., 2017). It has also been questioned whether the existing measures of anxiety or depression are sensitive to behavioural changes in females, as these were developed for use in males (Murthy and Gould, 2018; Verharen et al., 2019). Nonetheless, it is important to consider that there may exist individual variability in response to ELS in rodent populations, which may not be statistically significant due to the small sample sizes in rodent studies. In summary, the ‘two-hit’ model of depression in rats has provided insights into the consequences of ELS, but the factors influencing outcomes following ELS need to be investigated further and understood better.

8.1.5 Implications for investigating sex-dependent differences in depression

In preclinical pharmacological studies, male rodents were routinely used in the past, thus, most animal models in psychiatry were developed and validated in males (Beery and Zucker, 2011). It was thought that there is greater variability in female behaviour due to the oestrous cycle, requiring increased sample sizes and resulting in few studies including female rats (Beery and Zucker, 2011). Although it has been shown that females do not exhibit greater behavioural variability than males, and some funding bodies such as the NIH and MRC now requiring the inclusion of both sexes in rodent studies, many years of research solely on male animals need to be caught up on (Mogil and Chanda, 2005). Until 2020, only two studies investigating the effects of ELS in rodents using imaging techniques involved both females and males, even though considerable sex differences in mouse neuroanatomy have been reported (Honeycutt et al., 2020; Qiu et al., 2018; White et al., 2020). Thus, the findings from chapter 3 contribute significantly to our understanding of sex-specific functional connectivity differences arising from ELS. The inclusion of both sexes in animal studies will increase the validity of animal models in psychiatry and lead to improvements in prevention, diagnosis and treatment of psychiatric disorders (Kokras et al., 2015).

Clear sex-specific differences in behaviour and brain function following MS and adulthood stress were observed in the third chapter. This is not a novel observation; for example, ELS has been found to result in fronto-limbic hyperconnectivity in males, whereas there was
either hypoconnectivity or no change in females (White et al., 2020). In another study, ELS impaired reversal learning in females only, which was associated with decreased expression and density of parvalbumin expressing interneurons in the OFC (Goodwill et al., 2018). In humans, sex-differences in the transcriptional patterns associated with MDD have been reported (Labonté et al., 2017). ELS has shown to reduce hippocampal and corpus callosum volume, with effects more pronounced in males than females, whereas another study has found reduced caudate size in females exposed to ELS that was not present in males (Frodl et al., 2017; Teicher and Samson, 2016). The oestrous cycle also affects depressive symptoms in humans, such as irritability, appetite, and insomnia (Kornstein et al., 2010). These results underline the importance of including both sexes in animal models of psychiatric disorders and understand sex differences in relation to these disorders better.

### 8.1.6 Implications for the study of reinforcement learning and decision-making in stress and depression

The findings in chapters 3 and 6 show that a variety of changes in decision-making and RL arise from early life and adulthood stress, as well as MDD. Not only were the learning rates $\alpha_{\text{rew}}$ and $\alpha_{\text{non-rew}}$ altered following repeated shock stressors in male rats, but all the parameters from the DDM were significantly altered. These parameters included the boundary separation $\alpha$, bias $\beta$, drift rate $\delta$ and the non-decision time $\tau$. This suggests that decision-making is greatly affected following chronic stress. Stress is argued to lead to a perceptual bias of the environment being very harsh, resulting in tendencies to exploit information, rather than explore other options, and has been linked to reduced cognitive flexibility (Kim and Lee, 2011; Lenow et al., 2017). Moreover, stress has been found to shift an individual’s cognitive focus to the present over the future (Frankenhuis et al., 2016). Although no changes in the RL exploit vs explore parameter were observed following MS or chronic stress in chapter 3, results from the DDM support these theories; the boundary separation increased following the repeated shock-stressor, indicating that these animals crossed a higher threshold before making a choice, which also reflects a higher threshold required to move on and explore other choices. Additionally, the bias $\beta$ was altered, reflecting the changes in bias observed in humans following stress.

Acute and chronic stress have been shown to impair function of the PFC and shift activity to limbic and striatal structures to guide decision-making processes (Harms, 2017). The PFC is highly sensitive to stress, for example, through the effect of glucocorticoid release, which disrupts intracellular signalling pathways that impair PFC function (Arnsten, 2009). Chronic
stress reduces spine number and causes dendritic retraction, also leading to impairments in PFC function (Dias-Ferreira et al., 2009; Joëls et al., 2007). Additionally, both acute and chronic stress increase amygdala and striatal function, facilitating habit-based learning and perseveration (Harms, 2017; Hermans et al., 2011; Schwabe and Wolf, 2009). Rats and humans exposed to ELS show reduced exploration, information sampling as well as reduced responsivity of the striatum to reward (Dillon et al., 2009; Humphreys et al., 2015). Adolescents that experienced ELS and showed reduced reward activity in the striatum had higher levels of depression; an inverse correlation between NAc activity and depression scores was observed (Goff et al., 2013).

The summarised results align well with our findings. We observe an increase in BLA activity following adulthood stress in a subset of animals, as well as strengthened connectivity from the mOFC to the VS. Moreover, there is a clear increase in habitual behaviour following maternal separation and adulthood stress as measured by the parameter $\kappa$ in females, providing additional evidence for decision-making changes following ELS and chronic stress. Investigating these differences in more detail and understanding how ELS/chronic stress predisposes to psychiatric conditions such as MDD is important in order to prevent the onset of disease, particularly in individuals that have experienced childhood adversity. These results also provide support for the use of RL models in psychiatric research.

8.2 Reinforcement Learning in Substance Use Disorder

8.2.1 RL in rodents exposed to a cocaine self-administration paradigm

In the fourth chapter, behavioural and neural markers predisposing to high-compulsive drug-seeking in rats were identified. Although conventionally, rats showed no significant differences on any of the PRL measures, computational modelling could extract differences between low-, medium- and high-compulsive animals. Specifically, high-compulsive animals had greater values of the stickiness parameter $\kappa$ than animals that showed lower levels of drug-seeking. This is in line with previous rodent and human studies, as increased levels of $\kappa$ have been reported after intravenous cocaine SA in high-compulsive rats as well as in patients with SUD (Kanen et al., 2019; Zhukovsky et al., 2019). Increased perseverative responses, as measured via conventional PRL analyses, are also a known feature of compulsivity across species (Allen and Leri, 2014; Ersche et al., 2008). After cocaine SA in rats, the exploration vs exploitation parameter $\beta$ has also been found to be increased in high-compulsive animals, indicating lower exploitation and higher exploration (Zhukovsky et al., 2019). This may
reflect a lower threshold for the animal to explore other options rather than exploit the information they are presented with. It is known that high impulsivity levels may predispose an individual to compulsive behaviours and is a feature present following drug abuse (Dalley et al., 2007; de Wit, 2009). Higher impulsivity levels may be linked to increased exploration, as impulsivity is the tendency to act prematurely and leads to rash actions without forethought (Dalley and Robbins, 2017). This is supported by a recent study in humans, which found that participants with methamphetamine use disorder (MUD) are impaired in exploitative decision-making and showed behaviour consistent with random exploration on the IGT (Robinson et al., 2022). In chapter 4, it was found that the exploitation vs exploration parameter, $\beta$, was positively correlated with the volume of the AI. In humans, the AI and ACC have been implicated in exploration (Addicott et al., 2014; Blanchard and Gershman, 2018; Chakroun et al., 2020). Their exact role is unclear, but it has been proposed that these regions reallocate attentional mechanisms to alternative salient options in the presence of increasing uncertainty (Laureiro-Martínez et al., 2015). Exploitation, however, has mostly been associated with the vmPFC, OFC, VS and hippocampus, which form a ‘valuation’ network (Daw et al., 2006; Laureiro-Martínez et al., 2013). Based on these studies, the link between AI volume and $\beta$ is strengthened; increased $\beta$ values suggest increased exploration, rather than exploitation, which is linked to an area of the brain that has previously been shown to mediate exploration in humans (the AI). This is a novel finding and provides insight into the neural mechanisms of this RL measure.

8.2.2 RL in patients with Cocaine Use Disorder and Gambling Disorder

The reward system is one of the main processes hijacked in SUDs such as CUD (Luijten et al., 2017). In another disorder of compulsivity, namely GD, reward-related circuitries are also dysregulated. However, in both disorders the exact effects are not entirely understood and the similarities and differences between the two still need to be identified (Clark and Goudriaan, 2018). In chapter 5, the behavioural and neural underpinnings of these two disorders of compulsivity were investigated, with the aim of elucidating converging and diverging aspects. No differences were found in any of the RL parameters in the CUD group, which was unexpected, given that both rodent and human studies have suggested increased perseveration and greater values of the RL parameter $\kappa$ in SUD. Most reports in humans investigated reversal learning across all SUDs, rather than focussing on one type of SUD, which may explain the observed discrepancies. The side stickiness parameter
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was non-significantly increased in both GD and SUD, whereas stimulus stickiness was significantly reduced in GD. The latter finding was unexpected, but points at a separation of the two parameters into motor and stimulus perseveration, respectively. Increased motor perseveration in PGs has been reported before and was linked to reduced activity in the vIPFC (Ruiter et al., 2008). Although reduced stickiness towards stimuli has not been found in PGs before, it is known that they have higher levels of impulsivity compared to healthy individuals (Odlaug et al., 2011). This represents less ‘sticky’ behaviour, which may be an adaptive benefit of gambling, as it reflects quicker adaptation to strategies. This was also demonstrated by the lower RTs of PGs compared to CUD and HC groups.

Tracking of reward and punishment EV was reported to be altered in GD in chapter 5, as were positive and negative PPEs in CUD. Reward EV tracking in PGs showed higher activity in the cingulate gyrus, hippocampus and amygdala, which are important areas for reward processing (Haber and Knutson, 2010). When tracking punishment EV, the postcentral gyrus, superior parietal lobule, precuneus cortex and lateral occipital cortex showed reduced activity compared to controls. In CUD, BOLD response to positive PPE was reduced in the frontal pole, SFG, cingulate gyrus and OFC. The negative PPE response was increased in the superior and middle frontal gyrus. Stronger activity in the reward system during reward expectation has been previously shown in PGs, although no differences in punishment tracking have been found before (Holst et al., 2012). Impaired positive and negative RPEs have been observed in CUD in previous studies, with no effects on PPE being reported (Parvaz et al., 2015). In women with MUD, stronger reward expectations and stronger response to harm avoidance have been found (Wei et al., 2021). Overall, it is clear that there is an imbalance of reward and punishment processing in SUDs, which is supported by previous studies. The findings that PGs have reduced neural responses to punishment EV tracking and cocaine users have altered PPE processing are novel and may contribute to our understanding of how reward mechanisms in these groups are altered.

8.2.3 Building bridges between rodent and human studies

The results from the RL analysis from rodent and human data in this thesis did not fully converge, as higher levels of $\kappa$ in high-compulsive rats were seen, but there were no changes in this parameter in CUD. A slight increase in the side stickiness parameter was seen in the CUD group, but this did not reach significance. The discrepancies may be due to rats completing a deterministic reversal learning task, whereas CUD patients completed the probabilistic version of this paradigm. Furthermore, rats were tested on this task prior to
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cocaine SA, whereas the human data consisted of participants that already had a diagnosis of CUD. Moreover, the sample size of the CUD patient group was relatively small, as it consisted of 20 participants, which may be why no significant effects were found. As mentioned previously, the rodent and human literature on PRL has converged thus far; both rodent and human studies reported increased perseverative tendencies and greater $\kappa$ values following drug use. In chapter 6, increased stickiness in SUD was also observed. Compulsivity is defined as perseverative behaviour in the face of adverse consequences, indicating that in high-compulsive individuals, perseverative tendencies are present (Wolffgramm and Heyne, 1995). Therefore, higher stickiness is expected in cocaine-dependent individuals.

Structurally, reduced brain volumes were found in the NAcC in high-compulsive animals, compared to low-compulsive ones. This effect has been observed in humans, such as in heroin use disorder and crack-cocaine abusers (Schuch-Goi et al., 2017; Seifert et al., 2015). The NAc plays a vital role in the brain’s reward system, and it is known that the rewarding properties of psychostimulants depend on the mesolimbic dopamine system, which the NAc is part of (Koob and Volkow, 2009). In high-drinker compulsive rats, increased amygdala and decreased hippocampal volumes have been reported, without any effects on NAc volume (Mora et al., 2020). Only few MRI studies in rodents have investigated differences in brain structure prior to cocaine SA, therefore, no major comparisons can be drawn. Given that this volume difference is observed prior to the SA paradigm and is observed at a young age, it may be a useful biomarker for the early prediction of drug abuse. Although it is difficult to investigate whether this finding can be replicated humans, one could investigate whether relatives of individuals diagnosed with CUD have different NAc volumes compared to the general population.

Even though no fMRI analyses were included in chapter 4, some conclusions can be drawn from the whole-brain connectivity analyses conducted in chapters 3 and 5. In rodents, the parameter $\kappa$ was(93)=2.45 positively correlated with rs-FC connectivity between the mOFC and the cingulate cortex, IL, PrL, DS and insular cortex across all animals, regardless of their group. This relationship between $\kappa$ and functional connectivity would also be expected in the study presented in chapter 4, with stronger functional connectivity between these areas expected in high-compulsive compared to low-compulsive rats. In chapter 5, it is reported that the learning rate parameter $\alpha_{rew}$ is positively correlated with reward EV activity in the cingulate and paracingulate gyri, as well as the insular cortex and OFC. The cingulate and paracingulate gyri and occipital areas are also negatively correlated with this parameter during positive PPE activity. Interestingly, $\kappa_{stim}$ had a positive correlation with activity in the MFG and IFG, which was strengthened in both patient groups, CUD and GD.
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Thus, the neural substrates of $\kappa$ do not align between the two species. In rats, this measure is mediated by medial cortical structures, such as the medial PFC areas PrL and IL, and subcortical structures, such as the DS. In humans, it seems that lateral PFC structures give rise to this parameter and are altered in disorders of compulsivity. Regardless, both studies have identified the regions involved in $\kappa$ in both species, which is of great importance for future studies researching stickiness in relation to MDD and SUD.

8.2.4 Relating conventional parameters to RL parameters

One important question that remains unanswered is how the conventional measures extracted from the PRL task are related to computational RL parameters. Gaining an understanding of this would help the interpretation of RL parameter results. In chapter 3, a positive correlation between the parameter $\kappa$ and win-stay behaviour after a correct or an incorrect trial was found. Moreover, there was a positive correlation between $\alpha_{rew}$ and win-stay correct and the percentage of correct responses. In the next chapter, a positive correlation between the learning rate $\alpha$ and win-stay was found. This RL parameter was also negatively correlated with the total trials to criterion and the number of perseverative errors. $\beta$ was positively correlated with lose-shift, and $\kappa$ had a positive relationship with win-stay and a negative relationship with lose-shift behaviour. The correlation analysis in chapter 5 highlighted a positive relationship between $\alpha_{rew}$ and the proportion of correct responses, as well as a negative relationship with trials to criterion. This parameter also had a positive correlation with lose-shift incorrect and win-stay. $\alpha_{non-rew}$ had the opposite relationship to proportion of correct responses and trials to criterion compared to $\alpha_{rew}$ and had a positive correlation with lose-shift generally. $\beta$ was inversely related to trials to criterion but positively correlated with proportion of correct responses, win-stay correct and lose-shift incorrect. $\kappa_{stim}$ had a significant negative relationship with lose-shift behaviour. In the second chapter involving analysis of human data, chapter 6, the learning rate $\alpha$ was positively related to win-stay and negatively correlated with lose-shift behaviour. The exploitation vs exploration parameter $\beta$ was positively related to win-stay behaviour and had an inverse relationship with lose-shift. This was also found for $\kappa_{stim}$. These results are summarised in table 9.1.
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Table 8.1 Summary of correlations between PRL and RL measures across all chapters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Proportion correct</th>
<th>Trials to criterion</th>
<th>Win-stay</th>
<th>Lose-shift</th>
<th>Perseverative errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{\text{rew}}$</td>
<td>Chapter 3: + &lt;br&gt;Chapter 5: +</td>
<td>Chapter 5: −</td>
<td>Chapter 3: + (after correct response) &lt;br&gt;Chapter 5: +</td>
<td>Chapter 5: + (after incorrect response)</td>
<td></td>
</tr>
<tr>
<td>$\alpha_{\text{non-rew}}$</td>
<td>Chapter 5: −</td>
<td>Chapter 5: +</td>
<td>Chapter 5: −</td>
<td>Chapter 5: +</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Chapter 4: −</td>
<td>Chapter 4: + &lt;br&gt;Chapter 6: +</td>
<td>Chapter 4: + &lt;br&gt;Chapter 6: −</td>
<td>Chapter 4: −</td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>Chapter 5: +</td>
<td>Chapter 5: − &lt;br&gt;Chapter 6: +</td>
<td>Chapter 4: + &lt;br&gt;Chapter 5: + &lt;br&gt;(after incorrect response) &lt;br&gt;Chapter 6: −</td>
<td>Chapter 4: +</td>
<td></td>
</tr>
<tr>
<td>$\kappa_{\text{side}}$</td>
<td>Chapter 4: −</td>
<td>Chapter 3: + &lt;br&gt;Chapter 4: +</td>
<td>Chapter 4: −</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\kappa_{\text{stim}}$</td>
<td></td>
<td>Chapter 6: +</td>
<td>Chapter 5: − &lt;br&gt;Chapter 6: −</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In summary, across most of the studies, rodent and human, $\alpha_{\text{rew}}$ was positively correlated with win-stay behaviour. This suggests that the higher the subject’s learning from reward, the more likely they are to stay after a win. Moreover, it was positively associated with performance on the task, with higher values of this parameter leading to improved performance. $\beta$ had a positive relationship with lose-shift behaviour, as the greater the exploration, the more likely they will shift their response. $\kappa$ had a positive relationship with win-stay behaviour, which can be explained by higher stickiness leading to higher levels of staying, regardless of the outcome of the previous trial. These results provide explanations for the trends in RL parameters and how these relate to PRL measures. As the trends are observed across multiple studies, this increases the validity of the use of RL parameters for future studies.
Discussion

8.2.5 Implications for the study of reinforcement learning and decision-making in disorders of compulsivity

Decision-making is characterised by two parallel systems: the goal-directed and habitual systems (Dolan and Dayan, 2013). These systems are thought to reflect model-based and model-free computational learning mechanisms (Daw et al., 2005). When choices based on habitual control are made, actions that have been previously rewarded are repeated. In goal-directed control, choices are made based on an internal model of the environment, which predicts outcomes. It has been shown that in disorders of compulsivity, including binge eating disorder, MUD and OCD, there is a bias towards the model-free, habit-based system (Voon et al., 2015). This bias towards the habit-based system has been associated with reduced grey matter volumes in the caudate, lateral PFC and mOFC. Both preclinical and clinical studies have shown that addiction to stimulants is associated with increased habitual behaviour (Everitt et al., 2001, 2005; Tiffany, 1990). Moreover, in a study involving a two-step sequential choice task, it was found that PGs had impaired model-based, i.e., goal-directed decision-making, particularly after unrewarded trials (Wyckmans et al., 2019).

In rodents, lesions of the posterior DMS or PrL impair goal-directed learning (Balleine and Dickinson, 1998). Through human fMRI studies, it is known that reward value is encoded in the mOFC and mPFC, and the caudate computes action-outcome contingencies and is vital for goal-directed behaviour (Daw et al., 2006; Tanaka et al., 2008). In disorders of compulsivity, the structure and function of these areas is altered, resulting in impaired goal-directed function. Specifically, it has been shown that abstinent SDIs have reduced mOFC volumes, as do individuals with MUD (Franklin et al., 2002; Nakama et al., 2011). In OCD, reductions in OFC and caudate volumes are also present, providing a common biomarker of compulsive disorders that is likely associated with altered habit formation (Maia et al., 2008; Radua and Mataix-Cols, 2009).

The summarised literature clearly indicates that disorders of compulsivity, such as OCD, SUD and GD, have overlapping behavioural profiles as well as neural substrates. This leads to the question: how can these disorders be distinguished? A distinction of the behavioural and neurobiological mechanisms is necessary for targeted treatments. This thesis has contributed to differentiation and understanding of a subset of these disorders. It was shown that RL models can help to distinguish the behavioural profiles of individuals with GD and CUD. It is known that both of these disorders lead to increased habitual behaviour, but a conventional analysis of the PRL task cannot extract measures that reflect the behavioural mechanisms well enough to separate them. The RL models that were employed made it possible to
quantify habitual behaviour in the form of the stickiness parameter $\kappa$, which could be further separated into side and stimulus stickiness. Through this differentiation, it was found that $\kappa_{\text{side}}$ and $\kappa_{\text{stim}}$ can be used to identify each of the two disorders, as individuals with GD show reduced $\kappa_{\text{stim}}$ values compared to HCs, an effect not observed in CUD. Moreover, the RL model was able to uncover significant differences in parameters between GD and CUD, as participants with GD had higher reward learning rates than participants with CUD, and they also had greater reinforcement sensitivity values. Conventionally analysing the PRL data did not highlight such differences. In rats, the $\kappa_{\text{side}}$ parameter was reported to be increased in high-compulsive animals, demonstrating that it is a marker of compulsivity across species. It was also shown that this parameter is positively correlated with connectivity between the mOFC and DS. In rodents and humans, the DS is known to be a component of the habit system (Graybiel, 2008). Lesioning the DS in rats has resulted in reduced perseverative responding and improved flexible behaviour (Yin and Knowlton, 2006). Therefore, it is plausible that the $\kappa$ parameter is also modulated by the connectivity between the mOFC and DS in humans, with increased functional connectivity leading to increased $\kappa$ values and thus habitual behaviour. This is further supported by the fact that the mOFC and its involvement in probability estimation and goal-formation is disrupted in disorders of compulsivity, and that the DS plays a key role in the development of compulsions (Goldstein and Volkow, 2011; Lipton et al., 2019). Across all studies, it was shown that the stickiness parameter $\kappa$ improved model fit, suggesting that it reflects an important component of RL and can be used to investigate differences between psychiatric conditions. These findings provide a positive outlook for the study of RL in disorders of compulsivity and the use of RL models to distinguish these disorders more clearly.

8.3 ‘Change Your Mind’ - a novel task to investigate cognitive flexibility

The final results chapter presents and validates a novel behavioural task for the study of cognitive flexibility. Existing tasks, such as the WCST or reversal learning task, investigate set-shifting and rule learning, respectively. However, in daily life, behavioural flexibility is frequently elicited via internal signals, and does not require the use of rule learning or set-shifting. The ‘change your mind’ (CYM) task is a two-alternative choice task, during which a stimulus is presented, followed by spurious feedback and the same stimulus being presented again. This gives subjects the opportunity to repeat their choice or change it, acting
of their own volition. Existing paradigms do not give subjects the opportunity to repeat or change their choice following unreliable feedback, thus, ecological validity is increased in the presented task. The results suggest that the highlighted processes present a form of cognitive flexibility that have not yet been explored within existing frameworks (Dias et al., 1996a).

It was found that participants changed their response more frequently following negative, rather than positive feedback, and when their response was incorrect on the first stimulus presentation. Participants learnt to disregard negative feedback, as response shifting following negative feedback presentation decreased across the three runs. Increased switching after negative feedback is a common observation across tasks of flexibility; on reversal learning tasks, subjects will frequently shift after a loss and stay after a win. Whether a participant shifts behaviour or not following presentation of feedback is dependent on a variety of factors, e.g., neurochemical modulators such as noradrenaline and 5-HT (Evers et al., 2005; Swanson et al., 2021). Individuals diagnosed with disorders such as OCD or schizophrenia also show altered shifting behaviour on tasks of cognitive flexibility (Becker et al., 2014; Huddy et al., 2011). Therefore, the CYM task may be relevant for investigating decision-making under uncertainty in various psychopathologies. Greater activations in areas including the SFG, paracingulate gyrus, cingulate gyrus, AI, OFC, putamen, and frontal pole were associated with changing, compared to repeating a response. The AI, dACC IFJ, dlPFC and IFG are areas frequently found to be activated in both task-switching and set-shifting paradigms, therefore, there appears to be some overlap with the areas activated on the CYM task. However, the task presented here leads to greater activity in the frontal pole, as well as more caudal regions such as the middle temporal gyrus and angular gyrus. PPI analyses further implicated the connection between the AI and lateral occipital cortex as well as occipital pole, and between the OFC and the lingual gyrus/occipital pole in repeat trials. In summary, the fMRI data support the idea that a previously unexplored subtype of cognitive flexibility can be investigated using the CYM task, as it has overlapping, yet distinct neural circuits compared to those found in other paradigms.

The CYM task created a highly uncertain environment through the short presentation of stimuli and unreliable feedback. Unlike other tasks to measure cognitive flexibility, such as the reversal learning task, it does not require ongoing rule-based learning, and enables subjects to act of their own volition. Although there are clear differences between the reversal learning and CYM tasks, some parallels can be drawn. The $\kappa$ parameter, as extracted from the PRL task, represents a subject repeating a response regardless of outcome. This is similar to the CYM task, as responding is independent of feedback. This is known as value-free,
8.3 ‘Change Your Mind’ - a novel task to investigate cognitive flexibility

rather than value-based, behaviour (Miller et al., 2019). Therefore, the task presents the opportunity to separate value-free components of behaviour, particularly stickiness. In RL, the κ parameter may also represent a volitional component, based on internally generated signals. However, behaviour on the CYM task is not free operant, i.e., it is not modifiable by its consequences (Staddon and Cerutti, 2003). Nonetheless, the results presented here may provide an additional insight into which areas may contribute to value-free behaviours in RL. Additionally, it allows the investigation of volitional behaviour under uncertain circumstances. As was seen in chapter 3, the behavioural consequences of ELS in rats manifested themselves only under uncertainty. In humans with a psychiatric diagnosis, particularly OCD or anxiety disorders, patients have difficulty tolerating ambiguous situations (Tolin et al., 2003). In the case of OCD, this has been associated with checking compulsions (van den Hout and Kindt, 2004). Therefore, the CYM task also provides an opportunity to investigate volitional, value-free behaviour under uncertainty across mental health disorders, an important aspect of cognition that has the potential for further research.

8.3.1 Implications for the study of cognitive flexibility

In the first chapters of this thesis, the circuits underlying reversal learning and RL in rodents and humans were investigated. The circuits implicated in this type of cognitive flexibility are mostly those underlying reward processing, such as the OFC, amygdala and striatum. Alongside set-shifting and task-switching paradigms, reversal learning processes have been greatly focused on in the cognitive flexibility literature. The results from the CYM task show that these three processes do not explain the entire construct of mental flexibility; this space is far from being saturated. Rather than separating the construct of flexibility into categorisations, such as reversal learning, attentional set-shifting, task-switching and ‘changing your mind’, it may be more useful considering it as a continuum, with both converging and diverging aspects. Furthermore, the importance of greater ecological validity is highlighted. Understanding how circuits mediating flexibility develop in adolescence, stabilise in adulthood and break down in ageing is vital for identifying interventions for flexibility deficits in psychiatric and neurological disorders and to advance precision medicine in this field (Uddin, 2021).
8.4 Future research directions

Fitting computational models, such as RL models, to behavioural data is imperative for a better understanding of the latent processes underlying animal behaviours. In this thesis, RL models helped uncover observations that were not clear with the use of conventional analyses. This shows that the use of conventional analyses may be somewhat simplistic; only the use of higher-level mathematical models can truly uncover the processes that mediate behaviour (Daw, 2009). Further, parameters extracted from such models can aid the differentiation and diagnosis of neuropsychiatric disorders. They can also help to distinguish disorders that seemingly have similar profiles. For example, for distinguishing disorders of compulsivity, e.g., GD and OCD, as well as different types of SUDs. This could contribute to the advancement of precision medicine in neurology and psychiatry.

Despite the disadvantages of using translational animal models, such as the fact that they are not able to replicate the full extent of a disease state and that the functional homology and analogy do not always align, their use in neuroscientific research remains vital for the advancement of our understanding of the human brain. Dissecting a disorder into more tractable dimensions through the use of endophenotypes makes it possible to better integrate preclinical and clinical findings (Pizzagalli and Roberts, 2021). Another issue regarding the use of animals in translational research, particularly with neuroimaging, is the use of different atlases for defining brain regions. In rats, there are multiple atlases defining regions differently, without there being a standardised approach. Additionally, given that the boundaries in the rodent brain are not always clearly defined, it raises the question how reliable the atlases are and how confident one can be about the ROI used, especially after warping them into a study-specific template. Moreover, there is an unmet gap in our understanding how sex affects behaviour and cognition in preclinical models as well as clinically (Buoncervello et al., 2017; Riecher-Rössler, 2017). Studying both sexes preclinically is vital to reduce this gap and improve treatments for women. Future studies should aim to consider sex when planning their study design and contribute to a better understanding of sexual dimorphisms.

Finally, future directions for research on cognitive flexibility include maximising ecological and construct validity (Uddin, 2021). It is important to address the question of how laboratory-based measures translate to real-world behaviour. One method that can help achieve this is the development of novel behavioural tasks, as was presented in chapter 7. Additionally, it has been suggested that self-report of informant-report measures could better predict real-life inter-individual differences (Dang et al., 2020). The consistent use of questionnaires such as the Cognitive Control and Flexibility Questionnaire, the Cognitive
Flexibility Scale and the Psychological Flexibility Questionnaires can help to achieve a better understanding of flexibility deficits (Ben-Itzchak et al., 2014; Gabrys et al., 2018; Martin and Rubin, 1995).

8.5 Conclusions

This thesis aimed to gain a better understanding of the behavioural and neural mechanisms involved in RL in rats and humans and translate the findings between the two species. Moreover, the role of RL in MDD and SUD was investigated. To extend our current knowledge of cognitive flexibility beyond the existing constructs, a novel task was presented in the final results chapter. Through the use of four datasets from rats and humans that have completed the reversal learning task, I was able to improve our understanding of how different states affect RL parameters and how this is implemented in the brain. Through a unique study exploring the ‘two-hit’ model of depression in rats, I found that both maternal separation and chronic stress in adulthood altered reward and punishment learning rates, as well as stickiness. An important finding was the sexually dimorphic effects of these interventions; females showed greater vulnerability to MS than males, the behavioural and neural consequences between them were distinct and showed opposing trends. The heightened vulnerability of females aligns with human studies, demonstrating the translational importance of rodent research. Additionally, I identified functional circuits associated with the RL parameter $\kappa$, which has not been shown previously and improves our understanding of how this parameter is implemented in the brain. Using the second rodent dataset it was possible to demonstrate the parameter $\kappa$ is a behavioural marker which can identify high-compulsive animals prior to cocaine exposure. This may be of translational importance, as this measure could be used to identify individuals at risk of becoming stimulant-dependent. Slightly increased side stickiness was also found to be a consequence of CUD, as well as GD. The latter group was also found to have reduced stimulus stickiness, making it possible to distinguish the two compulsive disorders, which could be of clinical diagnostic relevance in the future. The two disorders could also be distinguished based on differences in functional connectivity underlying RL. The CUD group had an altered balance in processing positive and negative PPEs compared to control participants, whereas the GD group showed differences in tracking EVs of reward and punishments. Finally, I introduced a new method of measuring cognitive flexibility, which is of importance for extending our understanding of cognitive control and may lead to new developments in improving flexibility associated with a number of disorders.
Discussion

as well as aging. In summary, I have been able to contribute to our understanding of RL and cognitive flexibility generally and how they are putatively altered in psychiatric conditions.
Appendix A

Appendix for rodent chapters (chapters 3-4)

A.1 Reinforcement Learning in rodents exposed to maternal separation and adulthood stress

A.1.1 Additional conventional PRL measures

The proportion of correct responses on the PRL task was significantly affected by sex and had a near-significant sex×stress interaction (F(1,46)=7.31, p=0.010 and F(1,46)=3.72, p=0.060, respectively). Females had a lower proportion of correct responses than males (t(44)=3.38, p=0.031). The trials required to reach criterion did not differ between the groups. Win-stay behaviour after both a correct and an incorrect response was significantly affected by sex, with males having higher values (t(89)=3.49, p<0.001 and t(89)=2.68, p<0.001, respectively). The results can be found in figure A1 and A2.
Fig. A.1 Additional findings of a conventional analysis of the PRL task. Control (con) and maternally separated (MS) males and females prior to (pre) and after (post) adulthood stressors. None of the behavioural measures presented in this figure were affected as a result of MS or adulthood stress. A) Proportion of correct responses; B) Trials to criterion.
A.1 Reinforcement Learning in rodents exposed to maternal separation and adulthood stress

Fig. A.2 Additional findings of a conventional analysis of the PRL task. Control (con) and maternally separated (MS) males and females prior to (pre) and after (post) adulthood stressors. None of the behavioural measures presented in this figure were affected as a result of MS or adulthood stress. C) Win-stay behaviour after a correct response; D) Win-stay behaviour after an incorrect response.
Appendix for rodent chapters (chapters 3-4)

Fig. A.3 Figure reflecting the ability of the model to capture animal behaviour. The yellow line represents the animal’s true behaviour. When this value is 1, it chooses the left stimulus, and when it is 2, it selects the right stimulus. The blue line demonstrates the probability of choosing the left stimulus and the orange line reflects the probability of choosing the right stimulus.
A.1 Reinforcement Learning in rodents exposed to maternal separation and adulthood stress

A.1.2 Reaction time data

Fig. A.4 Reaction times on the PRL task.

Reaction times (RTs) of control (con) and maternally separated (MS) males (left) and females (right) on the PRL task prior to (pre) and after (post) adulthood stress. RTs increased in males but decreased in females following adulthood stress. Linear mixed-effects models were fitted to the data. * - p<0.05.
Appendix for rodent chapters (chapters 3-4)

A.1.3 Imaging quality checks

Fig. A.5 Example of quality checks conducted on rodent imaging scans. Quality checks conducted on all the functional images to ensure successful pre-processing. A) absolute and relative estimated mean displacement (mm), B) estimated rotations (radians), C) estimated translations (mm), D) example registration of a functional scan to standard space, E) example registration of a structural scan to standard space, F) functional connectivity matrix of a subset of regions. These data were generated using FSL (Smith et al., 2004).
A.1 Reinforcement Learning in rodents exposed to maternal separation and adulthood stress

A.1.4 Additional model comparison figures

Fig. A.6 Additional model comparison figures.
A) Bayesian Information Criterion (BIC) comparison of the 4-parameter and 3-parameter ‘forgetting’ model, B) BIC comparison of the 4-parameter and 4-parameter ‘differential forgetting’ model, C) the log likelihood ratio test for the 4- and 3-parameter ‘forgetting’ models, D) the log likelihood ratio test for 4- and 4-parameter ‘differential forgetting’ models.
A.1.5  Separate t-tests - seed-based analysis

Fig. A.7 BLA seed-based analysis results - females.

A) Areas to which the rs-FC from the BLA is greater in control females than MS females. These areas are: the cingulate cortex, infralimbic cortex, dorsal striatum and anterior insular cortex. The colour bar represents the t-statistics of the respective voxels. B) A table summarising the characteristics of the highlighted clusters.

<table>
<thead>
<tr>
<th>Seed-region</th>
<th>Number of voxels in cluster(s)</th>
<th>Volume of cluster(s) (mm$^3$)</th>
<th>Degrees of Freedom</th>
<th>Range of t-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLA</td>
<td>15507</td>
<td>52336</td>
<td>16</td>
<td>2.24-3.97</td>
</tr>
</tbody>
</table>
A.1 Reinforcement Learning in rodents exposed to maternal separation and adulthood stress

Fig. A.8 BLA seed-based analysis results - males.

A) Areas to which the rs-FC from the BLA is greater in MS males than control males. These areas include the dorsal striatum and anterior insular cortex. The colour bar represents the t-statistics of the respective voxels. B) A table summarising the characteristics of the highlighted clusters.

<table>
<thead>
<tr>
<th>Seed-region</th>
<th>Number of voxels in cluster(s)</th>
<th>Volume of cluster(s) (mm³)</th>
<th>Degrees of Freedom</th>
<th>Range of t-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLA</td>
<td>1765</td>
<td>5957</td>
<td>26</td>
<td>2.82-4.64</td>
</tr>
</tbody>
</table>
A.2 RL in rodents exposed to a cocaine self-administration paradigm

A.2.1 Additional RL model comparison measures

Fig. A.9 Additional model comparison measures for RL models.
A) Log likelihood comparison of the 3-parameter vs 2-parameter model, red line indicated the threshold for model comparison which is 3.842; B) Log likelihood comparison of the 3-parameters vs 3parameter ‘forgetting’ model; C) Rho squared difference of the 3-parameter vs the 2-parameter model; D) Rho squared difference of the 3-parameter vs the 3-parameter ‘forgetting’ model.
A.2.2 Structural analyses

Fig. A.10 Volume differences across six brain regions. Volumetric differences of six brain structures between low-, medium- and high-compulsive (LC, MC and HC, respectively) animals at two time points. Brain volumes for low-, medium- and high-compulsive animals, at PND63 and PND220-240. A) Nucleus accumbens shell; B) Caudate putamen; C) Amygdala; D) Infralimbic cortex; E) Prelimbic cortex; F) Anterior insular cortex. The brain volumes were solely affected by time, but showed no effects of compulsivity. Linear mixed-effects models were fitted to the data. * - p<0.05.
Appendix B

Additional figures from human chapters (chapters 5-7)

B.1 fMRI quality checks

Fig. B.1 Brain mask and brain tissue segmentation of T1w image. This panel shows the template T1-weighted image (if several T1w images were found), with contours delineating the detected brain mask and brain tissue segmentations.
Additional figures from human chapters (chapters 5-7)

Fig. B.2 Alignment of functional and anatomical MRI scans.

Fig. B.3 BOLD summary.
Summary statistics of fMRI scans. Global signals calculated within the whole-brain (GS), within the white-matter (WM) and within cerebro-spinal fluid (CSF) show the mean BOLD signal in their corresponding masks. DVARS and FD show the standardized DVARS and framewise-displacement measures for each time point.
B.2 RL in patients with GD and SUD

Fig. B.4 Correlations among nuisance regressors.
Left: Heatmap summarizing the correlation structure among confound variables. Right: magnitude of the correlation between each confound time series and the mean global signal.

B.2 RL in patients with GD and SUD

Fig. B.5 The GD vs control contrast for feedback/cue presentation.
Areas of the contrast highlighting differences in response to feedback/cue presentation between participants with gambling disorder and healthy controls (MNI coordinates: X=31, Y=-68, Z=27). Activity was higher in the GD group in areas including the precuneus cortex, middle temporal gyrus and supramarginal gyrus. Colour bar on the right-hand side represents t-statistic.
**Fig. B.6** The SUD vs control contrast for feedback/cue presentation.
Areas of the contrast highlighting differences in response to feedback/cue presentation between participants with SUD and healthy controls (MNI coordinates: X=39, Y=34, Z=17). Activity was higher in the SUD group in areas including the frontal pole, SFG and IFG. Colour bar on the right-hand side represents t-statistic.

**Fig. B.7** The SUD vs control contrast - positive correlation between $\alpha_{rew}$ and response to positive PPE.
Areas of the contrast highlighting areas that have a stronger correlation with $\alpha_{rew}$ in the SUD group than in healthy controls (MNI coordinates: X=-5, Y=37, Z=22). This parameter was more strongly correlated with activity in areas including the frontal pole, SFG and cingulate and paracingulate gyri. Colour bar on the right-hand side represents t-statistic.
B.2 RL in patients with GD and SUD

Fig. B.8 The GD vs control contrast - positive correlation between $\kappa_{\text{stim}}$ and response to cue/feedback presentation.
Areas of the contrast highlighting areas that have a stronger positive correlation with $\kappa_{\text{stim}}$ in the GD group than in healthy controls (MNI coordinates: X=48, Y=29, Z=22). This parameter was more strongly correlated with activity in areas including the right IFG, and right MFG. Colour bar on the right-hand side represents t-statistic.

Fig. B.9 The SUD vs control contrast - positive correlation between $\kappa_{\text{stim}}$ and response to cue/feedback presentation.
Areas of the contrast highlighting areas that have a stronger positive correlation with $\kappa_{\text{stim}}$ in the SUD group than in healthy controls (MNI coordinates: X=48, Y=29, Z=20). This parameter was more strongly correlated with activity in areas including the right IFG, and right MFG. Colour bar on the right-hand side represents t-statistic.
B.3 RL in patients with MDD

Fig. B.10 Simulations based on the RL parameters from the different groups. A) Proportion of correct responses; B) win-stay behaviour; C) lose-shift behaviour; D) number of perseverative responses were calculated for all simulated subjects from the five groups: healthy controls (HC), substance use disorder (SUD), major depressive disorder (MDD) only, SUD and MDD (SUD/MDD) and MDD with autism spectrum disorder (ASD). * - p<0.05.
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