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\textbf{Abstract}

Using an Aerodynamic Aerosol Classifier (AAC) upstream of a particle detector is a relatively new method for measuring the aerodynamic size distribution of an aerosol. This approach overcomes limitations of previous methodologies by leveraging the high transmission efficiency, independence from particle charging, and adjustable classification range and resolution of the AAC. However, the AAC setpoint must be stepped and stabilized before each measurement, which forces trade-offs between measurement time and step resolution. This study is the first to develop and validate theory which allows the speed of the AAC classifier to be continuously varied (following an exponential function), rather than stepped. This approach reduces measurement time, while increasing the resolution of the measured distribution. Assuming uniform axial flow, the transfer function of the scanning AAC and its inversion is determined. Limited trajectory theory is used to derive the idealized transfer function of the scanning AAC, while parameterized, particle streamline theory is used to develop the non-idealized transfer function, which accounts for non-idealized particle and flow behaviours within the classifier. This
theory and the practical implementation of the scanning AAC are validated by the high agreement of its measurements of polystyrene latex (PSL) particles (within 8.7% for six sizes between 100 nm to 2.02 μm), and of size distributions of three aerosol sources (Bis(2-Ethylhexyl) sebacate, NaCl and soot) to those measured by the stepping AAC (within 2% or better if the source stability is considered). The validity of assuming uniform axial flow in the classifier and downstream plumbing/detector are also discussed.
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1 Introduction

The size distribution is a fundamental property of an aerosol that commonly governs the behaviour of its particles. Since aerosol particles are often non-spherical, equivalent diameters, such as mobility or aerodynamic diameter, are used to describe them. The aerodynamic diameter \(d_{ad}\) is the equivalent diameter of a particle with the same settling velocity as a spherical particle with unit density \(\rho_o = 1000 \text{ kg/m}^3\); while mobility diameter \(d_{md}\) is the equivalent diameter of a particle with same drag as a spherical particle when exposed to the same external force. These diameters are related to the relaxation time \(\tau\) of the particle (i.e. time constant for the particle to reach its terminal velocity) by (Hinds, 1999):

\[
\tau = \frac{C_c(d_a) \rho_o d_a^2}{18\mu} = \frac{C_c(d_{md}) \rho_{eff} d_{md}^2}{18\mu},
\]  

where \(C_c\) is the Cunningham slip factor, \(\mu\) is the surrounding gas viscosity and \(\rho_{eff}\) is the effective density of the particle. The aerodynamic diameter describes the behaviour of the particle when its inertia dominates, such as deposition during inhalation (Finlay, 2001), settling in the atmosphere (Hinds, 1999) and separation by cyclones, impactors or filters (Kulkarni et al., 2011). Given these significant applications, various methodologies have been previously developed to measure the aerodynamic size distribution of an aerosol.
Centrifuges (Hochrainer, 1971; Stöber and Flachsbart, 1971), impactors (Rao et al., 1992) and cascade impactors (Marple et al., 1991) can be used to measure the aerodynamic size distribution of an aerosol. However, these measurements are limited to one particle size at a time, or testing must be stopped to quantify the particles collected at each centrifuge location or impactor stage. To overcome these limitations, Keskinen et al. (1992) developed the Electrical Low Pressure Impactor (ELPI), which is a cascade impactor that quantifies the particles collected at each stage based on their electrostatic discharge upon collection. While this approach quantifies the aerodynamic size distribution in real-time, similar to other impactors, it requires high sample flow rates and low pressures to measure submicron particles. Furthermore, the size range and resolution of its measurements is limited by the number of impactor stages and their corresponding cutoff diameters. Recently, the resolution of the ELPI has been significantly improved through advanced inversion techniques (Saari et al., 2018). However, its measurements also depend on the unipolar charge distribution of the aerosol, which varies with particle size, morphology and composition (Biskos et al., 2004; Ouf and Sillon, 2009; Gopalakrishnan et al., 2013).

Others have developed methodologies for particle sizing based on their aerodynamic separation as the aerosol is expanded through a nozzle (Dahneke and Flachsbart, 1972). Kielser and Kruis (2017) used an aerodynamic lens (Liu et al., 1995) with a clean center sheath flow to classify particles based on their aerodynamic diameter. This system, referred to as the Differential Aerodynamic Particle Sizer (DAPS), is capable of measuring aerodynamic size distributions (between 80 nm and 3 \( \mu \)m by changing its system pressure) in 4 minutes (Babick et al., 2018). Similar to the ELPI, the DAPS requires the particle charge distribution produced by its unipolar charger to be known and sufficient particle concentrations to generate detectable aerosol currents. Using an aerodynamic lens with a time-of-flight (TOF) chopper wheel to modulate the particle beam traveling over a known distance, Jayne et al. (2000) measured the vacuum
aerodynamic diameter of particles in an Aerosol Mass Spectrometer (AMS). While AMS collects a large amount of particle characterization data (i.e. size, mass and chemical composition), these instruments are complex to operate. The Aerodynamic Particle Sizer (APS) spectrometer also uses TOF of particles, but between two intersecting laser beams downstream of a nozzle, to determine the aerodynamic size distribution of an aerosol (Wilson and Liu, 1980). However, the nozzle can break up or deform liquid particles due to the large velocity gradients it generates (Baron, 1986; Chen et al., 1990). While this methodology allows for near real-time characterization of an aerosol across a broad size range (from 500 nm to 20 μm), its measurements must be corrected for particle density at larger sizes (>5 μm) and densities (> 2 g/cm³) (Chen et al., 1990).

Alternatively, Mazumder and Kirsch (1977) measured the aerodynamic size distribution of an aerosol by exposing them to an acoustic excitation of a known frequency and calculating the phase shift between the medium and the suspended particles. The approach is referred to as the Single Particle Aerodynamic Relaxation Time (SPART) analyzer, and later evolved into the Electrical SPART (E-SPART) by replacing its oscillating acoustic field with an oscillating electrostatic field and charging the particles with a unipolar charger upstream of the analyzer (Renninger et al., 1981). However, both the SPART and E-SPART are limited to particles larger than 300 nm due to light scattering limitations as the particle size decreases (Renninger et al., 1981).

Stepping the setpoint of an Aerodynamic Aerosol Classifier (AAC) upstream of a particle detector can also be used to measure the aerodynamic size distribution of an aerosol (Johnson et al., 2018a). The AAC uses spinning, concentric cylinders and a sheath flow of clean gas to classify particles by their particle relaxation time (Tavakoli and Olfert, 2013). Unlike the aerodynamic methodologies previously described (such as the ELPI, DAPS, APS, and E-SPART), the operating principle of the AAC allows its classification range and resolution to be easily adjusted (Tavakoli and Olfert, 2013). Furthermore, unlike
the ELPI and DAPS, classifying particles using the AAC does not depend on their charge distribution (Tavakoli et al., 2014). The AAC can also classify particles as small as 25 nm (Cambustion, 2018), overcoming the minimum size the APS (i.e. 500 nm) and SPART/E-SPART (i.e. 300 nm) can characterize. Finally, the high transmission efficiency of the AAC allows aerosols with low particle concentrations (as low as tens of particles per cm$^3$ with an appropriate particle detector) to be characterized (Johnson et al., 2018a, 2020).

Stepping the AAC to measure the aerodynamic size distribution of an aerosol leverages all of these advantages (Johnson et al., 2018a). However, its measurements are limited to when the AAC has stabilized at each setpoint. Thus, no measurements are collected while changing setpoints or during the time required for particles at the new setpoint to travel through the classifier and reach the detection region of the downstream particle detector. Therefore, collecting measurements with the stepping AAC takes significantly longer (minutes to tens of minutes) than the near real-time methodologies, such as the ELPI, APS, and E-SPART. This challenge of measurement time versus step resolution is similar to the one which prompted the evolution of the Differential Mobility Analyzer (DMA).

The DMA classifies particles by their electrical mobilities. This instrument also uses concentric cylinders and a sheath flow of particle-free air, but induces an electrostatic force on the particles (rather than a centrifugal force) by applying a potential difference between the cylinders (Knutson and Whitby, 1975). The DMA was first used to measure the electrical mobility size distribution of an aerosol by stepping its setpoint upstream of a particle detector (Knutson, 1976). This methodology is commonly referred to as the Differential Mobility Particle Sizer (DMPS). However, similar to the stepping AAC, this approach resulted in long measurement times and trade-offs with step resolution. To overcome this limitation, Wang and Flagan (1990) showed that continuously varying the electrostatic field of the DMA following an exponential function produces a mean
field strength (i.e. average DMA voltage during the time a particle is in the classifier) that is equivalent to the field strength at steady-state. This approach forms the basis of the Scanning Mobility Particle Sizer (SMPS), an instrument that is widely used in aerosol research.

Others have built upon this original theory to further improve the accuracy, scan time or usability of the SMPS. For example, as the scans of the SMPS are accelerated the effect of viscous flow in the DMA classifier or in the downstream plumbing/detector become significant. Therefore, additional theory is required to account for the smearing of particle residence times (Collins et al., 2004; Mamakos et al., 2008; Dubey and Dhaniyala, 2008) and detection times (Russell et al., 1995; Collins et al., 2002; Kanaparthi et al., 2018). The effects of particle diffusion (Dubey and Dhaniyala, 2011; Huang et al., 2020) and entrance/exit geometry of the classifier (Mai and Flagan, 2018) on the transfer function of the SMPS have also been investigated. These studies have lead to the recent work of Mai et al. (2018) and Kanaparthi et al. (2018), which independently developed more advanced inversion theories to account for many of these effects on SMPS measurements.

Based on this evolution, this study develops the theory to continuously scan, rather than step, the AAC setpoint upstream of a particle detector. First, the SMPS theory developed by Wang and Flagan (1990) is expanded to the AAC to determine the required speed profile of its classifier. Assuming uniform axial flow of the gas in the classifier, the resulting transfer function of the scanning AAC based on limited trajectory theory ($\Omega_{sc,LT}$) is derived, and compared to the corresponding solution of the steady-state AAC developed by Tavakoli and Olfert (2013). These results are then used to expand the experimental characterization of the steady-state AAC by Johnson et al. (2018a), which accounts for non-idealized particle and flow behaviours within the classifier, to the scanning AAC. This non-idealized transfer function of the scanning AAC ($\Omega_{sc,PS,B}$) is derived based on the particle streamline theory of the steady-state
AAC operating with balanced classifier flows developed by Tavakoli and Olfert (2013). The average of these scanning transfer functions (i.e. \( \bar{\Omega}_{\text{sc,LT}} \) and \( \bar{\Omega}_{\text{sc,PS,B}} \)) over the counting time of the downstream particle detector is then determined. Finally, the deconvolution factors are derived to calculate the aerodynamic size distribution of the aerosol from the concentrations of the classified particles measured during scanning.

This scanning theory is validated by comparing the aerodynamic size distribution of three different aerosol sources (DOS [Bis(2-Ethylhexyl) sebacate], salt and soot) measured by a scanning AAC to ones measured by a stepping AAC as previously developed by Johnson et al. (2018a). The scanning AAC is further validated by measuring polystyrene latex (PSL) particles of known sizes between 100 nm and 2.02 \( \mu \)m. Finally, the validity and effect of assuming uniform flow within the classifier and downstream plumbing/particle detector (i.e. neglecting the smearing of particle residence and detection times due to the flows being viscous) are discussed.

2 Theory

For clarity, the nomenclature used in this study is included as Section S1 of the Supplemental Information (SI). Furthermore for readability, only the notations required to differentiate multiple instances of the same parameter within the same section, table or figure of the article or SI are used. The title of a section, and captions/label of a table or figure are used to clarify the common instances of the parameter.

For example, consider the transfer function of the AAC denoted as \( \Omega_{\text{AAC}} \). If only one combination of instances is included within a section, such as the AAC operating at steady-state (ss) considering idealized (I), limited trajectory (LT) theory, the AAC transfer function within this section will be denoted as \( \Omega_{\text{AAC,ss,LT,I}} \) rather than \( \Omega_{\text{AAC,ss,LT,I}} \). To avoid the ambiguity of this reduced notation, the title of this section (and also the footer if it is a SI section) would include steady-state...
(ss), idealized (I) and limited trajectory (LT). Please see SI Section S1.1 for further details.

2.1 Radial Trajectories of Particles

Starting from first principles, the centrifugal force field \( E_c \) at radial position \( r \) within the AAC classifier that has angular speed \( \omega \) at time \( t \) can be calculated by:

\[
E_c(t, r) = \omega^2(t) r. \tag{2}
\]

This centrifugal force field induces a centrifugal force \( F_c \) on a particle proportional to its mass \( m \) at radial position \( r \) within the AAC classifier:

\[
F_c = m \omega^2(t) r. \tag{3}
\]

However, the radial movement of the particle is counteracted by a drag force \( F_d \) from the surrounding gas molecules (Hinds, 1999):

\[
F_d = \frac{1}{B} \frac{dr}{dt}, \tag{4}
\]

where \( B \) is the mobility of the particle and \( \frac{dr}{dt} \) is the velocity of the particle in the radial direction. Applying Newton’s first law of motion in the radial direction and neglecting the radial acceleration of the particle\(^2\) (i.e. \( \frac{d^2r}{dt^2} = 0 \)), the first-order differential equation describing the radial velocity of a particle with relaxation time \( \tau \) and radial position \( r \) within the spinning classifier is:

\[
\sum F_i = m \frac{d^2r}{dt^2} = F_c - F_d
\]

\[
\frac{dr}{dt} = \tau \omega^2(t) r. \tag{5}
\]

This differential equation (Equation 5) can be solved as a separable equation for a particle at radial position \( r_m \) at time \( t_m \) which moves to radial position \( r \) after time \( t \)
During steady-state operation, the angular speed of the AAC classifier is constant (i.e. \( \omega(t) = \omega \)) and the denominator of Equation 6 becomes the simple integration of a constant. However during scanning operation, additional considerations are required for the angular speed profile of the AAC classifier (\( \omega(t) \)).

### 2.2 Angular Speed Profile of AAC Classifier during Scanning

To simplify the deconvolution of the transfer function of the scanning AAC, the angular speed profile of the AAC classifier (\( \omega(t) \)) must produce a proportional change in the centrifugal force field over time \( t \), and the resulting critical particle trajectories it induces, that are independent of the times that the particles arrive at the classifier inlet \( t_{in} \) as follows:

\[
\frac{E_c(t_{in} + t, r)}{E_c(t_{in}, r)} = \phi(t), \tag{7}
\]

where \( \phi \) is a generic function that is only a function of \( t \). This criteria is similar to that set by Wang and Flagan (1990) for the electrostatic force field generated by changing the voltage of a DMA classifier during SMPS operation. As derived in Section S2 for the scanning AAC, this independence from \( t_{in} \) is achieved by the angular speed profile of:

\[
\omega^2(t) = \omega^2_s \exp \left( \frac{t}{\tau_{sc}} \right), \tag{8}
\]

as shown by the ratio of centrifugal fields (Equation 7), based on the definition of \( E_c \) (Equation 2), simplifying to:
\[
\frac{E_c(t_{in} + t, r)}{E_c(t_{in}, r)} = \exp \left( \frac{t}{\tau_{sc}} \right). \tag{9}
\]

The time constant of the scan (\(\tau_{sc}\)), also derived in Section S2, is:

\[
\tau_{sc} = \frac{t_{sc}}{2 \ln \left( \frac{\omega_e}{\omega_s} \right)}, \tag{10}
\]

where \(\omega_s\) and \(\omega_e\) are the initial and final angular speeds of the AAC classifier during the scan, respectively. Therefore, the AAC completing an up scan (i.e. \(\omega_e > \omega_s\)) is reflected in a positive scan time constant (i.e. \(\tau_{sc} > 0\)), while a down scan (i.e. \(\omega_e < \omega_s\)) is reflected in a negative scan time constant (i.e. \(\tau_{sc} < 0\)). An example of the required speed (\(\omega(t)\)) and acceleration (\(\ddot{\omega}(t)\)) profile for the AAC classifier for a 600 s scan from 20 to 700 rad/s is shown in Figure S2.1 of the SI.

Interestingly, it is also shown in Section S2 that \(\omega^p(t) = \omega_s^p C^{\tau_{sc}}\) (where \(p\) and \(C\) are constants that are any real numbers, and \(C\) must be greater than one) also satisfies \(t_{in}\) independence (i.e. Equation 7). Furthermore, due to the relationship between \(\omega(t)\) and \(\tau_{sc}\), the same angular speed profile of the AAC classifier is required regardless of the values of \(p\) and \(C\). However, for consistency with previous studies of the scanning DMA and the centrifugal force field generated in the AAC, this study uses \(C = e\) and \(p = 2\) as shown in Equation 8.

### 2.3 Minimum Scan Time

The scan time (\(t_{sc}\)) of the AAC is limited by the angular acceleration/deceleration the classifier can achieve as a function of its angular speed (i.e. the acceleration/deceleration capacity of the classifier). As derived in Section S2.1, the required angular acceleration of the classifier (\(\ddot{\omega}(t)\)) over a scan is linearly proportional to its required angular speed (\(\omega(t)\)) by a factor of \(1/(2\tau_{sc})\).
Therefore, as derived in Equations S2.15 and S2.16, the minimum scan time ($t_{\text{sc,min}}$) the AAC can achieve is:

$$t_{\text{sc,min}} = \frac{\omega(t)}{\omega_{\text{max}}(\omega(t))} \ln \left( \frac{\omega_E}{\omega_S} \right), \quad (11)$$

where for an up scan $\omega_{\text{max}}$ is the acceleration capacity of the AAC classifier at the end speed of the scan (i.e. $\omega(t) = \omega_E$), while for a down scan $\omega_{\text{max}}$ is the deceleration capacity of the AAC classifier at the start speed of the scan (i.e. $\omega(t) = \omega_S$).

The minimum scan time varies slightly between different AACs due to variations in the acceleration/deceleration capacities of the classifiers caused by small differences in drive belt tension, as well as changes in bearing friction and motor efficiency over the lifetime of the instrument. To account for this variation, the scan time limitations of each AAC should be periodically updated by measuring the maximum acceleration and deceleration the classifier can achieve as a function of its angular speed. An example of these acceleration and deceleration capacities for multiple AACs and the variation between them is shown in Figure S2.2 of the SI.

### 2.4 Uniform Axial Flow

The radial position ($r$) of a particle at time $t$ can be related to its axial position ($z$) in the classifier by assuming the axial flow within the classifier is uniform (i.e. independent of its radial position). This assumption is commonly referred to as plug flow and the validity of this assumption is discussed in Section 4.2. Therefore, the axial velocity of the flow ($dz/dt$) is treated as a constant ($U$) as follows:

$$\frac{dz}{dt} = U = \frac{Q_s + Q_{sh}}{\pi(r_2^2 - r_1^2)} = \frac{Q_{sh}}{\pi(r_2^2 - r_s^2)} = \frac{Q_s}{\pi(r_2^2 - r_s^2)}. \quad (12)$$
where $Q_a$ is the aerosol flow rate entering the classifier, $Q_{sh}$ is the sheath flow rate entering the classifier, $Q_s$ is the sample flow rate leaving the classifier, $n$ is the classifier inner radius, $r_2$ is the classifier outer radius, $r_a$ is the classifier radius at the outer edge of the aerosol streamlines, and $r_s$ is the classifier radius at the inner edge of the sample streamlines. These radii are illustrated in the simplified schematic of the AAC classifier geometry shown in SI Figure S3.1.

For plug flow, the particle residence time along the critical trajectory in the classifier ($t_f$) is independent of particle relaxation time ($\tau$). Therefore, based on the axial velocity of the aerosol in classifier (Equation 12):

$$t_f = \frac{L}{U} = \frac{\pi L (r_2^2 - r_s^2)}{Q_a + Q_{sh}}, \quad (13)$$

where $L$ is the length of the region that classifies the particles within the AAC classifier. The dimensions of the AAC classifier used in this study were 56 mm, 60 mm and 206 mm for $n$, $r_2$ and $L$, respectively.

### 2.5 Overall Trajectories of Particles assuming Uniform Axial Flow

Assuming uniform axial flow and based on Equation 6, the relaxation time ($\tau$) of a particle that migrates from $r_{in}$ to $r_{out}$ (i.e. the radial position of the particle at the classifier inlet and outlet, respectively) over its residence time in the classifier (i.e. $t = t_f$, as defined by Equation 13) is:

$$\tau = \frac{1}{K} \ln \left( \frac{r_{out}}{r_{in}} \right), \quad (14)$$

where:

$$K = \int_{r_{in}}^{r_{out}} \omega^2 (t') \, dt'. \quad (15)$$

During steady-state (ss) operation the classifier speed of the AAC is constant (i.e. $\omega(t) = \omega$) and $K$ (Equation 15) becomes:
\[ K_{ss} = \int_{t_m}^{t_m + t_f} \omega^2 \, dt' = \omega^2 \, t_f, \]  

(16)

while during scanning (sc) operation, the classifier speed of the AAC \((\omega(t))\) continuously varies following Equation 8 and \(K\) (Equation 15) becomes:

\[
K_{sc}(t_m) = \int_{t_m}^{t_m + t_f} \omega_S^2 \exp\left(\frac{t'}{\tau_{sc}}\right) \, dt' \\
K_{sc}(t_m) = \omega_S^2 \tau_{sc} \exp\left(\frac{t_m}{\tau_{sc}}\right) \left[ \exp\left(\frac{t_f}{\tau_{sc}}\right) - 1 \right].
\]  

(17)

The time during the AAC scan can also be expressed as measurement time \((t_m)\), which is the time the particles leave the classifier as follows:

\[ t_m = t_m + t_f. \]  

(18)

Therefore, \(K_{sc}\) (Equation 17) can also be expressed in terms of \(t_m\) (defined in Equation 18) as follows:

\[
K_{sc}(t_m) = \int_{t_m}^{t_m + t_f} \omega_S^2 \exp\left(\frac{t}{\tau_{sc}}\right) \, dt' \\
K_{sc}(t_m) = \omega_S^2 \tau_{sc} \exp\left(\frac{t_m}{\tau_{sc}}\right) \left[ 1 - \exp\left(-\frac{t_f}{\tau_{sc}}\right) \right].
\]  

(19)

2.6 Idealized Transfer Function of AAC: Limited Trajectory and Uniform Axial Flow

Limited trajectory theory is commonly used to estimate the transfer function of aerosol instruments, including the steady-state DMA (Hoppel, 1978), scanning DMA (Wang and Flagan, 1990), and steady-state AAC (Tavakoli and Olfert, 2013). Therefore, this approach was used to derive the transfer function of the scanning AAC assuming uniform axial flow, as shown in Section S3. Based on this derivation, the steady-state (Tavakoli and Olfert, 2013) and scanning AAC transfer functions have the same form (i.e. same shape) as summarized by the similar equations in Table 1. The shape of the transfer function of the scanning
AAC is also independent of the measurement time \( t_m \), but this result is only valid when uniform axial flow is a reasonable assumption (i.e. sufficiently long scan times) as discussed in Section 4.2. The shape of these transfer functions with balanced or unbalanced classifier flows is triangular or trapezoidal, respectively, as shown in Figure S3.2 of the SI. These shapes agree with those previously found by Tavakoli and Olfert (2013) for the steady-state AAC.

Therefore, the transfer function of the steady-state AAC has a constant shape and position in the particle relaxation time domain (i.e. AAC setpoint, \( \tau^s \)) as \( K_{ss} \) (Equation 16) is a constant. The transfer function of the scanning AAC with a sufficiently long scan time also has a constant shape, but its setpoint (\( \tau^s_{sc} \)) varies as \( K_{sc} \) changes based on the time (i.e. Equations 17 or 19 for \( t_s \) or \( t_m \), respectively) the particles are classified during the scan.

An example illustrating these transfer function characteristics is shown in Figure 1 for the scanning AAC completing a 600 s up scan with balanced classifier flows \((Q_a = 0.3 \text{ L/min} \text{ and } Q_{sh} = 3 \text{ L/min})\), and the steady-state AAC operating with the same parameters as those at the start and end of the scan. This figure also demonstrates the range of particle relaxation times measured by the scanning AAC is smaller than measured by the steady-state AAC due to the residence time of the particles in the classifier \( t_f \). This effect is discussed in Section 2.9 and is expanded to also consider the effects of the counting time of the particle detector downstream of the scanning AAC.

However, the transfer function based on limited trajectory theory is an idealized representation of AAC classification. It neglects non-ideal particle behaviour within the classifier, such as diffusion and impaction, which affect the height (i.e. transmission efficiency) and width (i.e. classification resolution) of the transfer function.

### 2.7 Non-Idealized Transfer Function of AAC: Balanced Flows, Particle Streamline and Uniform Axial Flow
To capture the non-ideal particle behaviour within the AAC, consider the outcome from the previous section that the steady-state and scanning AAC transfer functions have the same form (as summarized in Table 1) for sufficiently long scan times. Therefore, the transfer function of the steady-state AAC based on particle streamline theory with balanced (B) flow, developed by Tavakoli and Olfert (2013) and parameterized by Johnson et al. (2018a) to capture the non-idealized particle and flow behaviour, can also describe the scanning AAC. The adaption of this theory to the scanning AAC operating with balanced flows is shown in Section S4 and summarized in Table 2. For context, this table also shows the parallel parameters based on limited trajectory theory. Russell et al. (1995) used a similar approach to adapt the transfer function of the steady-state DMA developed by Knutson and Whitby (1975) based on particle streamline theory to the SMPS.

Similar to Johnson et al. (2018a), the transmission efficiency ($\lambda_{tr}$) scales the area under the transfer function to account for particle losses, while the width factor ($\mu_{tr}$) scales the full-width at half-maximum (FWHM) of the transfer function to account for broadening due to particle diffusion and other effects, such as the entrance and exit effects of the AAC classifier and non-idealized classifier flow. An example of the idealized and non-idealized transfer function based on particle streamline theory is shown in Figure S4.1 of the SI. The non-dimensional flow parameter ($\beta$) controls the classification resolution of the AAC (i.e. FWHM of its transfer function) and is equivalent to (Tavakoli and Olfert, 2013):

$$\beta = \frac{Q_a + Q_{exh}}{Q_{sh} + Q_{exh}}, \quad (33)$$

where $Q_{exh}$ is the sheath flow rate leaving the classifier.

An example comparing the idealized and non-idealized representation of the transfer function of the scanning AAC operating with balanced classifier flows ($Q_a = 0.3$ L/min and $Q_{sh} = 3$ L/min) based on limited trajectory and particle
streamline theory, respectively, is shown in Figure 2. The idealized transfer function based on particle streamline can also be represented by setting $\lambda_\Omega$ and $\mu_\Omega$ equal to 1. This idealized representation predicts a transmission efficiency of one at the setpoint ($\tau^*_s$) of the scanning AAC, while the comparable representation based on limited trajectory theory predicts less than one. This discrepancy in transmission efficiencies between the two theories is also observed in the corresponding transfer functions of the steady-state AAC, and is due to the particle streamline model neglecting the divergence of the centrifugal force field (Tavakoli and Olfert, 2013). However, this divergence is captured by the non-ideal parameters, $\lambda_\Omega$ and $\mu_\Omega$, which characterize the non-idealized transfer function of the AAC based on a parameterized model derived using particle streamline theory. Based on the values determined for these parameters by Johnson et al. (2018a), the non-idealized transfer function of the scanning AAC also becomes shorter and broader as the aerodynamic diameter setpoint ($d^*_{a,sc}$) of the scanning AAC decreases from 3000 nm to 30 nm, as shown in Figure 2.

2.8 Average Transfer Function of Scanning AAC over Detector Time

To determine the concentration of particles with relaxation time $\tau$ that pass through the AAC classifier at different measurement times ($t_m$), the change in the transfer function of the scanning AAC ($\Omega_{AAC,sc}$) over the counting time of the downstream particle detector must be considered. Neglecting smearing effects of flow downstream of the AAC (as discussed later in Section 4.3), the average transfer function of the scanning AAC ($\bar{\Omega}_{AAC,sc}$) over the counting interval ($t_c$) of the detector can be estimated by:

$$\bar{\Omega}_{AAC,sc} = \frac{1}{t_c} \int_{t_m}^{t_m+t_c} \Omega_{AAC,sc} (\tau, t_m') \, dt_m'. \quad (34)$$
This integral is solved for the idealized transfer function of the scanning AAC based on limited trajectory (i.e. Equation 27) in Section S5 and for the non-idealized transfer function of the scanning AAC with balanced flows based on particle streamline (i.e. Equation 28) in Section S6. These SI sections solve the integral by utilizing the Heaviside function \( \mathcal{H} \), defined as follows:

\[
\mathcal{H}(x-a) = \begin{cases} 
0 & \text{if } x-a < 0 \\
0.5 & \text{if } x-a = 0, \\
1 & \text{if } x-a > 0 
\end{cases}
\]  

(35)

to represent the mathematical discontinuities in the transfer function of the scanning AAC \( \Omega_{AAC,sc} \) defined in Equations 27 or 28) in a single equation. The derivations also use the fact that the boundary conditions of \( \Omega_{AAC,sc} \) are of the form:

\[
\tau_x = c_{rx} \exp \left( \frac{-m}{\tau_{sc}} \right),
\]  

(36)

where \( c_{rx} \) represents the grouped constants of boundary \( x \) shown in Figures S3.2 and S4.1, and summarized in Tables S3.1 and S4.1 for the transfer function based on limited trajectory and particle streamline theory, respectively.

Based on this consistent form (i.e. Equation 36), the inequality relations based on particle relaxation time (i.e. \( \tau > \tau_x \)) used within the piecewise or Heaviside representation of the transfer function of the scanning AAC are equivalent to:

\[
\tau > \tau_x \rightarrow \tau > c_{rx} \exp \left( \frac{-m}{\tau_{sc}} \right).
\]  

(37)

However, the isolation of \( m \) in this inequality (i.e. Equation 37) depends on the sign of \( \tau_{sc} \). If \( \tau_{sc} > 0 \),

\[
m > \tau_{sc} \ln \left( \frac{c_{rx}}{\tau} \right),
\]  

(38)
while if $\tau_{sc} < 0$ (i.e. the inequality sign flips as dividing both sides by a negative number):

$$t_m < \tau_{sc} \ln \left( \frac{c_{sc}}{\tau} \right).$$  \hspace{1cm} (39)

Based on these inequalities (i.e. Equations 38 and 39), the Heaviside function limits can be converted from the particle relaxation time ($\tau$) to measurement time ($t_m$) domain as follows:

$$\mathcal{H}(\tau - \tau_x) = \mathcal{H}\left( \frac{\tau_{sc}}{\tau_{sc}} \left( t_m - \tau_{sc} \ln \left( \frac{c_{sc}}{\tau} \right) \right) \right).$$  \hspace{1cm} (40)

Using this approach, the solutions for $\overline{\Omega}_{AAC,sc}$ (Equation 34) based on limited trajectory or particle streamline theory are summarized in Table 3, where the boundary conditions $\tau_x$ are determined using Equation 36 and the $t_c$ shifted boundary conditions $\tau_{x,tc}$ are determined as follows:

$$\tau_{x,tc} = c_{rt} \exp \left( \frac{- (t_m + t_c)}{\tau_{sc}} \right).$$  \hspace{1cm} (41)

An example comparing the average transfer function of the scanning AAC ($\overline{\Omega}_{AAC,sc}$) operating with balanced classifier flows ($Q_a = 0.3$ L/min and $Q_{sh} = 3$ L/min) over three different counting times (i.e. $t_c = 0.1, 1$ or 10 s) of the downstream detector is shown in Figure 3. This figure shows both the idealized and non-idealized representations of the average transfer function for 600 s scans based on limited trajectory and particle streamline theory, respectively.

Figure 3a and 3b show the average transfer functions at the start and end of the up scan, respectively, from 20 to 700 rad/s over 600 s, and demonstrates that the shape of the idealized average transfer function based on limited trajectory theory does not change over the scan duration. However, the shape of the non-idealized average transfer function based on particle streamline theory does
change over the scan duration to account for the changes in particle losses and transfer function broadening as the setpoint of the AAC (i.e. particle size of interest) changes.

Figure 3c shows the transfer functions at the start of the down scan from 700 to 20 rad/s over 600 s. Therefore, during an up scan, the average setpoint of the scanning AAC (i.e. peak of the average transfer function denoted by $\bar{\tau}_{sc}^*$) over $t_c$ is less than the instantaneous setpoint of the scanning AAC ($\tau_{sc}^*$) at the start of the counting interval of the particle detector. Conversely, $\bar{\tau}_{sc}^*$ is greater than $\tau_{sc}^*$ during a down scan. This difference is due to the scanning AAC classifying increasingly smaller or larger particle relaxation times during an up or down scan, respectively. As expected, in all three examples, the average transfer function becomes broader and its amplitude lower as $t_c$ increases due to the AAC scanning across a larger range of particle relaxation times.

2.9 Parameters of Scanning AAC

Similar to the average transfer function (i.e. Equation 34), the counting time of the particle detector also affects the average setpoint ($\bar{\tau}_{sc}^*$) and classes per decade (CPD) of the measurements collected by the scanning AAC. The CPD is the number of measurements collected across one decade of the parameter of interest. For the stepping or scanning AAC, the CPD corresponds to the number of amplitude measurements of the size distribution collected across one decade of particle relaxation time (e.g. 100 to 1,000 ns, or 2,300 ns to 23,000 ns). Therefore, as the CPD increases the change in particle size between consecutive measurements becomes smaller and characteristics of the size distribution are more clearly identified, such as multi-modal distributions. This parameter can be directly adjusted on the DMPS or stepping AAC by changing the number of setpoint steps across the size range of interest. However, for the scanning AAC or SMPS and maintaining the one-to-one correspondence between the raw data and reported measurements, the maximum CPD is limited by the counting time of the downstream particle detector.
The effects of counting time \( t_c \) on these parameters of the scanning AAC can be quantified by solving the following equations:

\[
\bar{\tau}_{sc}^{*} = \frac{1}{t_c} \int_{t_m}^{t_m+t_c} \tau_{sc}^{*}(t_m') \, dt_m', \quad (44)
\]

and

\[
\text{CPD}_{sc} = \frac{n_{sc} - 1}{\log(\bar{\tau}_{sc,S}^*) - \log(\bar{\tau}_{sc,E}^*)}, \quad (45)
\]

where \( n_{sc} \) is the number of measurements collected that are logarithmically spaced between the average setpoints of the AAC at the start and end of the scan (i.e. \( \bar{\tau}_{sc,S}^* \) and \( \bar{\tau}_{sc,E}^* \), respectively). These two equations are solved in Sections S7.1 and S7.2, respectively.

Furthermore, the range of particle relaxation times measured by the scanning AAC is smaller than the steady-state AAC due to the residence time of particles in the classifier \( t_f \) as defined in Equation 13. Measurements cannot be collected until the particles at the classifier inlet at the start of the scan pass through the it (i.e. \( t_m = t_f \)). Measurements can also only be collected for particles that experience the changing centrifugal force field during their entire residence time within the classifier. Therefore, measurements cannot be collected for particles at the classifier outlet after the scan duration (i.e \( t_m = t_s \)). These limitations offset the start and end of AAC scan relative to its steady-state setpoint by \( \overline{\tau}_{sc}^{*} / \tau_{ss} |_S \) and \( \overline{\tau}_{sc}^{*} / \tau_{ss} |_E \), respectively, as derived in Section S7.3.

The solutions for these parameters of the scanning AAC (i.e. \( \overline{\tau}_{sc}^{*} \), \( \text{CPD}_{sc} \), \( \overline{\tau}_{sc}^{*} / \tau_{ss} |_S \) and \( \overline{\tau}_{sc}^{*} / \tau_{ss} |_E \)) are summarized in Table 4. These equations are the same for either limited trajectory or particle streamline theory due to \( \tau_{sc}^{*} \) having the same form based on either theory (i.e. \( c_{sc} \exp(-t_m / \tau_{sc}) \) as summarized in Table 2).

Based on these solutions (i.e. Table 4), the parameters for some example AAC scans are shown in Table 5. This table demonstrates that a down scan can be
completed quicker than an up scan due to the higher deceleration capacity of the AAC relative to its acceleration as shown in Figure S2.2. However, as the scan time decreases the scan range becomes slightly narrower and the classes per decade (CPD) of the measurements collected decrease.

For context, a standard SMPS measurement using a 3080 Electrostatic Classifier with a 3081 DMA (TSI Inc., Shoreview, MN, USA) at low-flow (LF: \( Q_a = 0.3 \) L/min and \( Q_{sh} = 3 \) L/min) completes an up scan in 120 s at 64 CPD, while measuring particles with electrical mobility diameters from 14 to 698 nm. To scan across a similar size range in aerodynamic diameter (approximately 30 to 700 nm), the minimum time of the up scan or down scan of the AAC at low-flow is 379 or 95 s, respectively. These parameters correspond to scans with 196 and 49 CPD, respectively. Therefore, completing a consecutive up and down scan with these parameters takes 474 s, while completing only a down scan takes 235 s. These up, down and combined scan times (379, 235 and 474 s, respectively) correspond to 3.2, 2.0 and 1.8 times longer than a standard SMPS measurement, while at a similar or higher CPD (64 vs. 49 or 196).

One key advantage of the scanning AAC is the broad range and upper limit of its particle sizing, scanning in ten minutes or less from approximately 30 to 2900 nm at low-flow and from approximately 200 to 6800 nm at high-flow (HF: \( Q_a = 1.5 \) L/min and \( Q_{sh} = 15 \) L/min). Shorter scan times are also possible if the scan range is focused on a smaller range of interest. For example, a portion of the PSL results shown in the Results (Section 4.1.2) was collected using 60 s scans.

2.10 Deconvolution of Average Transfer Function of Scanning AAC

To determine the aerodynamic size distribution of an aerosol using a scanning AAC upstream of a particle detector, the particle concentration \( N_{det}(t_i) \) that it classifies at time \( t_i \) during the scan is determined by:

\[
N_{det}(t_i) = \int \eta(t) \, \overline{D}_{AAC}(t, t_i) \, dN(t), \quad (50)
\]
where $\eta(\tau)$ is the counting efficiency of the downstream particle detector and $N(\tau)$ is the particle concentration of the aerosol source, both at particle relaxation time $\tau$. This relationship is similar to the methodology used to deconvolute measurements of the steady-state DMA (Stolzenburg and McMurry, 2008), scanning DMA (Wang and Flagan, 1990) or steady-state AAC (Johnson et al., 2018a). During scanning operation, $\Omega_{\text{AAC}}(\tau, t)$ is the average transfer function of the scanning AAC over the counting time of the particle detector at time $t$. During steady-state operation, the transfer function of the AAC is constant over the counting time of the particle detector. Therefore, the instantaneous ($\Omega_{\text{AAC,ss}}$) and average ($\bar{\Omega}_{\text{AAC,ss}}$) transfer function of the steady-state AAC are the same and Equation 50 becomes the same as that used by Johnson et al. (2018a) for the deconvolution of the steady-state AAC.

As shown in Section S8, Equation 50 can be expanded and rearranged to isolate the spectral density of the aerosol in terms of particle relaxation time (i.e. $dN(\tau)/d\log \tau$) as follows:

$$\frac{dN(\tau)}{d\log \tau} \bigg|_{\nu_{\text{sc, }i}} = \frac{N_{\text{det}}(t_i) \ln(10)}{\eta(\tau_{\text{sc, }i}^*) \beta_{\text{sc, }i}}, \quad (51)$$

where $\beta_{\text{sc, }i}$ is the non-dimensional deconvolution parameter of the average transfer function of the scanning AAC at time $t_i$ as follows:

$$\beta_{\text{sc, }i} = \int \frac{\Omega_{\text{AAC}}(\tau, t_i)}{\tau} d\tau, \quad (52)$$

This integral (Equation 52) is solved for the idealized, average transfer function of the scanning AAC based on limited trajectory theory (i.e. Equation 42) in Section S9 and for the non-idealized, average transfer function of the scanning AAC with balanced flows based on particle streamline theory (i.e. Equation 43) in Section S10. These solutions are also summarized in Table 6. The simple form of these solutions allows for direct implementation on the microprocessor of the AAC, thus allowing real-time data inversion and avoiding the need for an external
computer during measurements. Similar to inversions for other aerosol classifiers, such as the DMPS (Knutson, 1976), SMPS (Wang and Flagan, 1990) and steady-state AAC (Johnson et al., 2018a), the inversion parameters for the scanning AAC were derived assuming the concentration of the aerosol is constant over the width of its average transfer function ($\bar{\Omega}_{\text{sc}}$). To avoid this assumption and also allow faster scans, future work could investigate the possibility of using higher-order inversion schemes, such as the Twomey algorithm used by Collins et al. (2002) or the L-curve algorithm used by Talukdar and Swihart (2003) or Kanaparthi et al. (2018) to improve the inversion of SMPS data.

It is interesting, but slightly counter-intuitive, that the deconvolution parameter based on particle streamline theory is the same for the scanning AAC (shown by Equation 54), as the one previously determined by Johnson et al. (2018a) for the steady-state AAC. As previously shown, the instantaneous transfer function of the steady-state ($\Omega_{\text{AAC,ss}}$) and scanning ($\Omega_{\text{AAC,sc}}$) AAC have the same shape (as summarized in Table 1 and shown in Figure 1), and thus the same area underneath them. Since these transfer functions (i.e. $\Omega_{\text{AAC,ss}}$ and $\Omega_{\text{AAC,sc}}$) are the same, the smearing of $\Omega_{\text{AAC,sc}}$ over to the counting time of the particle detector (i.e. resulting in $\bar{\Omega}_{\text{AAC,sc}}$) must maintain the same weighting of the average transfer function relative to particle relaxation time to achieve the same deconvolution parameter, as defined by Equation 52. This fact is slightly counter-intuitive and not immediately obvious by visual inspection. For example, the average transfer functions ($\bar{\Omega}_{\text{AAC,sc}}$) shown in Figure 3 have deconvolution parameters (i.e. $\int \bar{\Omega}_{\text{AAC,sc}} / \tau d\tau$) that are independent of their counting times ($t_c$).

Figure 4a shows that the deconvolution parameter ($\beta_{\text{sc}}$) based on idealized limited trajectory or particle streamline theory have excellent agreement (agree within 6.7% or less). Based on this idealized theory, the deconvolution parameter only depends on the dimensions (i.e. $r_1 = 56$ mm, $r_2 = 60$ mm and $L = 206$ mm for the current commercial AAC) and flows (i.e. $Q_a$ and $Q_{sh}$, which are reflected in $\beta$).
of the classifier. The effects of particle losses and transfer function broadening on the deconvolution parameter are shown in Figures 4b and 4c at two different samples flow rates ($Q_a = 0.3$ or 1.5 L/min, respectively). These figures are based on particle streamline theory and use the non-idealized parameters previously determined by Johnson et al. (2018a) for the AAC. The white boundaries show the classification range of the current commercial version of the AAC based on the non-dimensional parameter of classifier flow ($\beta$ as defined by Equation 33) and its average setpoint ($\overline{\tau}_{sc}^*$).

At the minimum sample flow of the AAC ($Q_a = 0.3$ L/min), the difference between the idealized ($\beta_{sc,PS,B,I}$) and non-idealized ($\beta'_{sc,PS,B,NI}$) deconvolution parameter based on particle streamline theory increases with decreasing particle relaxation time, as shown in Figure 4b. This trend agrees with expectations as the particle losses and transfer function broadening in the AAC increase as the particles become smaller (Johnson et al., 2018a).

At the maximum sample flow of the AAC ($Q_a = 1.5$ L/min), a portion of its classification range results in non-physical results for $\beta'_{sc,PS,B,NI}$, as shown in Figure 4c. This region produces non-physical results as the factor of $\beta/\mu_\Omega$ becomes greater than or equal to one, which implies the AAC transfer function spans to zero or negative particle relaxation times. This non-physical result is likely not due to the theory, but a result of extrapolating the non-idealized parameters previously determined by Johnson et al. (2018a) at $\beta = 0.1$ to higher $\beta$ values. This inference is supported by the non-physical results starting at $\beta > 0.46$ and the smallest particle size where $\mu_\Omega$ is the largest. This outcome highlights that the non-idealized parameters previously determined by Johnson et al. (2018a) should only be used at $\beta$ values close to 0.1 (as shown by the consistent results in Figure 4b, which spans from $\beta = 0.02$ to 0.15). Therefore, future work is required to characterize these non-idealized parameters at other flow conditions.
Finally, the spectral density of the aerosol (\( \frac{dN}{d \log \tau} \) defined in Equation 51) can be converted to aerodynamic diameter (\( \frac{dN}{d \log d_a} \)) by the chain rule as shown in Section S8. This conversion requires the factor \( \frac{d \log \tau}{d \log d_a} \), which was previously determined by Johnson et al. (2018a) and included as Equation S8.9 in the SI for completeness.

### 2.11 Effect of Delay Time Downstream of the AAC

In addition to the residence time (\( t_r \)) of the particles in the AAC classifier, the time for the particles to travel from the classifier outlet to the downstream particle detector and be detected must also be considered. This time, henceforth referred to as the delay time (\( t_d \)), is defined as:

\[
t_d = t_r + t_{\text{det}},
\]

where \( t_r \) is the residence time or plumbing delay of the classified particles in the tubing between the classifier outlet and detector inlet, and \( t_{\text{det}} \) is the response time of the particle detector, including the transport time of the particles within the detector. Since the equipment and its configuration downstream of the DMA in the SMPS configuration are the same as that downstream of the scanning AAC, the same theory developed for these effects in the SMPS can be applied.

Assuming plug flow in the tube, \( t_r \) can be estimated by:

\[
t_r = \frac{L}{V_i} = \frac{\pi d^2}{4Q},
\]

where \( Q \) is the sample volumetric flow rate of the AAC, while \( L \) and \( d \) are the length and inner diameter of the tube, respectively, and \( V_i \) is the average flow velocity within the tube. The validity of assuming uniform flow in the downstream tubing and particle detector is discussed in Section 4.3. However, it has been shown at sufficiently fast scan times in the SMPS, the viscous flow significantly smears the arrival times of the classified particles to the detection region of the downstream particle detector (Russell et al., 1995; Collins et al., 2002).
While the delay time $t_d$ for a given flowrate, tube length and particle detector can be estimated by calculating $t_t$ (Equation 56) and based on the specifications of the detector, it is best to determine this value experimentally. The delay time can be determined by completing a bidirectional scan (i.e. consecutive up and down scan) of a stable, monodispersed aerosol source. If the delay time is correct, the measurements of the up and down scan will be the same. If the delay time is too short, the mode measured by the up scan will appear smaller in particle relaxation time/size than the down scan. While if the delay time is too long, the mode measured by the up scan will appear larger in particle relaxation time/size than the down scan.

This method is referred to as the up-down agreement (UDA) approach by Collins et al. (2004) and is one of three methods they used to determine the delay time of the SMPS. The transit time approach introduces a step-change in particle concentration and measures the time for it to travel through the system and be detected. The PSL approach introduces particles of known sizes (such as PSL particles) and shifts the measurements to the correct size by changing the delay time (Collins et al., 2004). Each of these three methods often provides different delay times, which propagate into the measurement error (Collins et al., 2004). This study only uses the UDA approach to determine the delay time for the scanning AAC, and its limitations are discussed further in Section 4.3.

Finally, the time ($t_m$) the particle detector reports its concentration measurement ($N_{det}$) relative to the start of the scan ($t = 0$) is related to the measurement time of the scan ($t_m$) by:

$$t_m = t_r - t_c - t_d, \quad (57)$$

where $t_c$ is the counting time of the particle detector. As previously discussed in Section 2.9 (and also SI Section S7.3), the measurements collected during the AAC scan are only valid from $t_m = t_r$ to $t_m = t_{sc}$. 
3 Experimental Setup

The theory and practical implementation of the scanning AAC were validated by measuring PSL particles with known sizes. It was also validated by comparing the aerodynamic size distributions of three aerosol sources it measured to those measured by stepping the steady-state AAC, as previously developed by Johnson et al. (2018a). The experimental setup used to collect these measurements, using the AAC (Cambustion Ltd., Cambridge, UK) in stepping or scanning operation, is shown in Figure 5. For both measurement modes of the three aerosol sources, a 3775 Condensation Particle Counter (CPC; TSI Inc., Shoreview, MN, USA) was used as the particle detector. However, due to equipment availability, a 3752 CPC (TSI Inc.) was used as the particle detector for the PSL measurements. These detectors use the same operating principle (Agarwal and Sem, 1980), with the 3752 CPC being a newer version of the 3775 CPC.

For either stepping or scanning operation, the AAC controlled the CPC, logged its measurements at 1 Hz (i.e. detector counting time of 1 s) and completed the inversion of the data in real-time. As developed by Johnson et al. (2018a), the steady-state AAC stepped its setpoint in aerodynamic diameter \(d_{\text{a,ss}}\) and the corresponding concentration of the classified particles \(N_{\text{det}}(d_{\text{a,ss}})\) was measured by the CPC. This approach limited its measurements to when the AAC had stabilized at a setpoint. Thus no measurements were collected while changing setpoints or during the time required for particles at the new setpoint to travel through the classifier and reach the detection region of the downstream particle detector. The scanning AAC continuously varied its average setpoint in aerodynamic diameter \(\bar{d}_{\text{a,ss}}\) by following the required speed profile for the classifier (i.e. Equation 8). The corresponding concentration of the classified particles \(N_{\text{det}}\) was measured by the CPC and logged by the AAC as a function of the reported time \(t_{\text{r}}\). This raw data was converted to a similar form as that from the steady-state AAC (i.e. \(N_{\text{det}}(d_{\text{a}})\)), by determining the measurement time (
that corresponds to the reported time \( t_r \) using Equation 57, and then Equation 46 to determine the corresponding average setpoint of the scanning AAC \( \bar{\tau}_{ac} \). The equivalent aerodynamic diameter of this setpoint \( \bar{d}_{a,sc} \) was determined using Equation 1.

The steady-state and scanning measurements were collected consecutively, with both an up and down scan completed in each measurement mode. This approach allowed the same equipment to be used for both measurement modes and thus avoided other sources of disagreement, such as the agreement between different AACs or CPCs, and different particle losses within the instruments or sample tubing. All of the measurements collected in this study used a 25 cm tube of conductive silicone with a 6 mm diameter between the AAC outlet and CPC inlet.

### 3.1 Aerosol Sources

The experimental setups used to generate the four different aerosol sources, DOS (Bis(2-Ethylhexyl) sebacate), NaCl, soot and PSL particles, are shown in Figures 6a to 6d, respectively. The first three aerosol sources (i.e. DOS, NaCl and soot) were used to compare the measurements of the steady-state and scanning AAC. For all three of these aerosol sources, a rotating disk diluter (Cambustion Ltd.) was used to dilute the aerosol sample. The dilution ratios used for the DOS, NaCl and soot aerosol sources were 130, 200 and 350, respectively. These dilutions were selected to maintain the concentration of the classified particles at any AAC setpoint below \( 5 \times 10^4 \) particles per cm\(^3\), thus increasing the accuracy of the 3775 CPC measurements by allowing it to operate in its single particle counting mode (TSI, 2007). The disk diluter was not used for the PSL measurements, as the concentrations of the particles classified by the scanning AAC were all within the higher single counting limit \( (< 1 \times 10^5 \) particles per cm\(^3\)) of the 3752 CPC (TSI, 2017).
Since the aerosol instruments only required 0.3 or 1.5 L/min of sample flow, spills were used to exhaust excess flow. Aerosol sources generated with a liquid (i.e. DOS, NaCl and PSL) used liquid traps to remove excess liquid mobilized during atomization. Those sources where the liquid was distilled water (i.e. NaCl and PSL) also used a silica bead dryer to remove any water on the particles from atomization. To reduce the drying demand on the dryer, it was positioned after the spill on the diluted sample to minimize the particle concentration and flow rate passing through it.

Except for one size of PSL particles, the atomizer shown in Figure 6a, b or d was a Collison nebulizer (BGI Inc., Butler, NJ, USA) operating with HEPA-filtered air at 10 psig. A medicinal nebulizer (Aeroneb Go, Philips, Eindhoven, Netherlands) was used to produce the bigger droplets required to atomize the largest PSL size of 2.02 μm (Figure 6d). The soot particles (Figure 6c) were produced using a miniCast 4202 (Jing Ltd., Zollikofen, Switzerland) in autonomous mode (i.e. internal flow controllers) with the filtered air, filtered nitrogen and propane supplied at 2 bar. All of the aerosol sources were generated at positive pressure (i.e. above atmospheric pressure). However, due to the higher flowrates generated by the miniCast, a spill was required immediately downstream of its outlet. Therefore, the vacuum pump incorporated within the disk dilutor was used to pull a portion of the aerosol sample generated by the miniCast for dilution.

To limit the transient characteristics of the aerosol source affecting the agreement between the steady-state and scanning AAC results, each of the aerosol sources was operated for at least half an hour before collecting measurements. This warm-up time was increased to an hour for the miniCast. Furthermore, the external effects on the aerosol sources, such as temperature, were monitored, and pilot pressure regulators (11400-2G-PE100; Norgren GmbH, Alphen, Germany) were utilized to improve the stability of the gas pressures used to generate all four aerosols shown in Figure 6.
Despite these efforts and as discussed in the Results (Section 4), the agreement of the measurements was still limited by the stability of each aerosol source. This stability was independently quantified by bypassing the AAC in Figure 5 and using the CPC to measure the total number concentration \( N_{\text{tot}} \) of each aerosol source over 2 hours. To operate the CPC in the same measurement mode during these stability measurements, the dilution ratio of the disk dilutor was increased to 3000, 500 and 5000 for the DOS, NaCl and soot sources, respectively.

4 Results and Discussion

4.1 Deconvolution of Size Distribution for Scanning AAC

4.1.1 Agreement with Steady-State AAC

The agreement between the aerodynamic size distributions measured by stepping and scanning the AAC for all three aerosol sources (i.e. DOS, NaCl and soot particles) was generally within a few percent but did vary by up to 11.3%, as shown in Figure 7. This agreement was based on fitting the parameters of a lognormal distribution to each of the measured size distributions, specifically the Count Median Diameter (CMD), Geometric Standard Deviation (GSD) and total number concentration of the particles \( N_{\text{tot}} \).

However, the agreement between measurements of the steady-state and scanning AAC was limited by the stability of each aerosol source. As previously mentioned, the stability of each aerosol source was independently quantified by using the CPC to directly measure the total number concentration \( N_{\text{tot}} \) of each aerosol source over 2 hours. The most stable source was DOS with a standard deviation of 0.8% and a maximum variation of \( \pm 2.8\% \) in its total number concentration of particles over 2 hours. This high stability resulted in the size distributions (i.e. CMD, GSD and \( N_{\text{tot}} \)) of DOS measured by the steady-state and scanning AAC agreeing within 2.0% or better. Furthermore, these agreements were consistent when operating the AAC at either low (LF: \( Q_s = 0.3 \) and \( Q_{sh} = 3 \))
L/min) or high (HF: $Q_a = 1.5$ and $Q_{sh} = 15$ L/min) classifier flows, as shown in Figures 7a and 7b, respectively.

After the 1 hour warm-up, the soot produced by the miniCAST had periods of relative stability (standard deviation of 4.0% in its total number concentration of particles over 2 hours). However, over 2 hours, its concentration shifted four times to a new mean that varied by greater than 10% from the previous one. These shifts occurred over 30 s or less, and therefore are hypothesized to be due to sudden changes in demand on the shared nitrogen, air and propane systems in the laboratory. However, no changes were noticed on the pressure gauges of the regulators. An example of this concentration shift occurred between the up and down scan of the steady-state AAC, as shown in Figure 7c. This result is independent of the scanning theory developed in this study, and further supports that the stability of the sources limited the agreement of the measurements. Despite this concentration shift, the CMD and GSD of the size distributions of the soot particles measured by the steady-state and scanning AAC agreed within 0.8% or better, as shown in Figure 7c.

The mean number concentration of salt particles continuously shifted over 2 hours. This trend is reflected by a standard deviation of 16.2% in its total number concentration of particles over 2 hours, but a short-term standard deviation (i.e. based on a 600 s moving average) of only 1.5%. This instability is likely due to the concentration of salt in the water of the Collison nebulizer changing over time from its atomization jet draining to its fluid reservoir. This trend agrees with the AAC results, whether they were collected via stepping or scanning the AAC, with each consecutive measurement of size distribution shifting slightly in amplitude. As shown in Figure 7d, this source instability results in the largest disagreement between the measurements of the steady-state and scanning AAC of 11.3%, -5.7% and -11.0% for the CMD, GSD and $N_{tot}$, respectively.
Due to these stability limitations, consecutive measurements and their repeatability from the same polydispersed aerosol source are not reported by this study. This exclusion is intentional as the stability of these aerosol sources dominates this repeatability, and thus, is not representative of the agreement between the steady-state and scanning AAC measurements. To determine the repeatability of measurements using the scanning AAC, PSL particles of known sizes were measured multiple times, as discussed in the next section.

All of the measurements using the steady-state AAC were collected at 32 classes per decade (CPD). The DOS, NaCl and soot measurements using the scanning AAC were collected with scan times ($t_{sc}$) of 600 s, 630 s and 300 s, respectively. Based on the particle size range of the scans, these scan times resulted in scan constants ($\tau_{sc}$) of 85.4 s, 125.6 s, 89.9 s and 107.5 s for the DOS LF, DOS HF, NaCl and soot measurements, respectively. Therefore, the scan time and associated CPD of the measurements of the three aerosol sources using the scanning AAC were 1.1 to 2.6 times faster$^{10}$ and 6.1 to 9.0 times higher$^{11}$ classes per decades than those of the steady-state AAC, as shown in Figure 7.

4.1.2 Agreement with PSL Particles

For further validation, six different sizes of PSL particles (from 100 nm to 2.02 μm) were also measured with the scanning AAC. A minimum of two up scans and two down scans were collected at each size of PSL particles. Based on the known density of the PSL particles (i.e. 1050 kg/m$^3$) and the theory developed by Johnson et al. (2018a), the aerodynamic size distribution measured by the scanning AAC for each PSL particle size was converted to its equivalent mobility distribution. As shown in Figure 8, all of the measured CMDs agree within 8.7% of the stated particle sizes or 5.7% if the uncertainty in the stated sizes is considered. The grey shaded area in Figure 8 illustrates these sizing uncertainties in PSL particles, while the error bars illustrate the repeatability$^{12}$ of the CMDs measured by the scanning AAC. The measured CMDs, including
between the up and down scans, are highly repeatable (average of 0.2%), thus validating the delay times determined by the UDA method.

The agreement of these PSL measurements is not only a function of the scanning inversion, but the uncertainty of the flow, speed and geometry of the classifier. Therefore, the PSL results are biased by these other sources of uncertainty and can be corrected for through calibration. For example, Tavakoli et al. (2014) and Kinney et al. (1991) accounted for these biases by determining the effective length of the AAC (prototype) and DMA classifier based on PSL measurements. These scanning PSL results are similar to those of Johnson et al. (2018b), which found the measurements of the steady-state AAC agreed within 4.7% for nine PSL particle sizes between 29 nm and 2.02 μm and observed a similar positive bias.

It should be noted that the narrowness of the size distributions produced by the PSL particles may conflict with the inversion of the scanning AAC. Specifically, the assumption (as mentioned in Section 2.10 and discussed in SI Section S8) that the concentration of the aerosol is constant over the width of the average transfer function of the scanning AAC may not be valid. However, this assumption is also used in the inversion of other aerosol classifiers, such as the DMPS (Knutson, 1976), SMPS (Wang and Flagan, 1990) and steady-state AAC (Johnson et al., 2018a). Therefore, these classifiers also suffer from similar issues when measuring narrow size distributions, such as PSL particles. However for typical SMPS measurements, Stolzenburg and McMurry (2018) recently showed that although this assumption causes significant errors in the width (i.e., GSD) of the distribution measured, it only has a minor effect (≤1%) on the measured CMD and amplitude (i.e., Nvol). These conclusions likely also apply to the AAC given the results and understanding of previous studies that use the AAC to measure a narrow size distribution generated using PSL particles (Tavakoli et al., 2014; Johnson et al., 2018b) or by using another aerosol classifier in tandem (Tavakoli and Olfert, 2014; Johnson
et al., 2018a, 2020). Therefore, this assumption within the inversion likely does not significantly affect the CMD measured by the steady-state or scanning AAC, including the PSL results shown in this study.

4.2 Uniform versus Viscous Axial Flow

Similar to the SMPS theory developed by Wang and Flagan (1990), all of the theory developed for the scanning AAC in this study assumes uniform flow in the axial direction of the classifier. This assumption is equivalent to assuming all of the particles have the same residence time in the classifier, as highlighted by Section 2.4. However, in reality, the axial flow in the AAC classifier is viscous and varies as a function of radial position due to no-slip boundary conditions at the walls of the classifier. Therefore, particles closer to the classifier walls will have lower axial velocities, and thus longer residence times. This varying velocity profile does not affect the steady-state transfer function of the DMA (Knutson and Whitby, 1975; Hoppel, 1978) or AAC (Tavakoli and Olfert, 2013). However, it does distort the transfer function of the SMPS as the ratio of the mean residence time of the particles in the classifier to the scan constant (i.e. \( t_f / \tau_{sc} \)) increases (Collins et al., 2004; Dubey and Dhaniyala, 2008; Mamakos et al., 2008). For example at \( t_f / \tau_{sc} = 3.11 \), the median electrical mobility and particle counts (i.e. area under transfer function of DMA during scanning) measured by the SMPS vary by 46% and 55%, respectively, from those predicted by assuming uniform axial flow (Mamakos et al., 2008). However as the \( t_f / \tau_{sc} \) ratio approaches zero, the transfer function of the SMPS accounting for viscous flow converges to that of the steady-state DMA (Collins et al., 2004; Dubey and Dhaniyala, 2008; Mamakos et al., 2008).

For this study, the experimental results of the polydisperse sources were collected with \( t_f / \tau_{sc} = 0.01 \) to 0.06, while those of the PSL particles were collected with \( t_f / \tau_{sc} = 0.01 \) to 0.13. Therefore, the effect of viscous axial flow on these results is likely insignificant. For reference, at a \( t_f / \tau_{sc} \) of 0.16 the median electrical mobility and particle counts measured by the SMPS only shift by 2% or
less (Collins et al., 2004; Mamakos et al., 2008). Furthermore, given the acceleration/deceleration limitations of the AAC classifier (as discussed in Section 2.3), typical AAC scans are less likely to achieve $t_f$ to $\tau_{sc}$ ratios where the effects of viscous axial flow need to be considered for measurement accuracy.

However, the $t_f$ to $\tau_{sc}$ ratios the AAC can achieve increase as its scanning range is narrowed or shifted to lower classifier speeds. For example, scanning the AAC based on its maximum $5^\circ$ acceleration/deceleration between 20 and 100 rad/s at low classifier flows ($Q_{a} = 0.3$ L/min and $Q_{sh} = 3$ L/min) results in $t_f / \tau_{sc}$ of 0.66 or 1.30 for the up or down scan, respectively. At standard gas conditions and a detector counting time ($t_c$) of 1 s, this up scan measures the aerodynamic size distribution between 624 and 2433 nm particles at 19 CPD in 27 s, while the down scan measures the aerodynamic size distribution between 798 and 2207 nm particles at 10 CPD in 14 s. These scan times (i.e. 27 and 14 s) also approach the residence time of the particles in the classifier (i.e. 5.5 s), which would likely further affect the measurements.

Therefore, the effect of viscous axial flow on the transfer function of the scanning AAC needs to be investigated in future work. Given the difference in classifier dimensions between the AAC and DMA, the threshold value for $t_f / \tau_{sc}$ that corresponds to appreciable effects of viscous axial flow is likely different between the instruments. Furthermore, some aspects of their classification methods are reversed. For example, increasing the total gas flow in the classifier shifts the measurement range to smaller particle sizes in the DMA, but larger particle sizes in the AAC. Also, continuously increasing the voltage in the DMA classifies progressively larger particles, while continuously increasing the speed of the AAC classifies progressively smaller particles. Therefore, the difference in distortions observed in the transfer function between the up and down scan of the SMPS at fast scan times (Collins et al., 2004; Dubey and
Dhaniyala, 2008; Mamakos et al., 2008) may appear during the opposite scans of the AAC (i.e. during the down and up scan, respectively).

4.3 Delay Time

The delay times ($\tau$) of the scanning AAC were determined by minimizing the difference between consecutive up and down scans. This method is similar to the up-down agreement (UDA) approach described by Collins et al. (2004) for the SMPS. For the polydisperse aerosol measurements using the 3775 CPC, the delay times were 7 s and -0.1 s at low and high flows, respectively. The slightly negative delay time at high-flow is due to internal software and communication timings between the AAC and CPC. For the PSL particle measurements using the 3752 CPC, the delay times varied from 6.9 to 9.7 and 3.0 to 4.2 s at low and high flows, respectively.

This variation in delay times for the PSL results is likely due to its scans being collected more quickly than the scans of the polydisperse aerosols (i.e. $\tau$ approximately halved), and assuming the delay time is a constant rather than a distribution (Collins et al., 2004). Viscous flow also occurs in the plumbing between the classifier outlet and the detection region of the particle detector. This flow profile smears the detection times of the particles classified at each measurement time ($m$). Russell et al. (1995) showed this effect is significant in the SMPS at high ratios of mixing time to scan constant ($sc$). Since the downstream plumbing and particle detector are the same in the SMPS or scanning AAC, previous theory for this smearing effect in the SMPS can be readily adapted to the scanning AAC.

Russell et al. (1995) combined a fixed delay time with a model of a continuously stirred tank reaction to represent the distribution of detection times and derive an “effective transfer function” for the DMA. Collins et al. (2002) found similar outcomes, but simplified the approach by assuming an exponential decay to remove the effect of the mixing within the detector first, then inverting the data.
based on the DMA response. Kanaparthi et al. (2018) also accounted for these smearing effects from downstream flows. They took a more comprehensive approach by incorporating these effects, as well as the impacts of the plumbing delay and counting times, directly into the arrival time transfer function of the SMPS. All three studies found as the ratio of mixing/smearing time (where higher values correspond to greater non-ideal flows) to scan constant increased, the size distributions measured by the SMPS were broader and had lower amplitudes.

Assuming a constant mixing time for a particular detector and flow rate, its ratio to the constant ($\tau_{sc}$) of each AAC scan varies by 188% and 76% for the PSL measurements at low and high flow, respectively. These variations are higher than the 26% observed in the same ratio for measurements of the polydispersed aerosols at low or high flow. Therefore, this higher variation likely drives the higher variance in the delay time of the PSL measurements. For example, the 6.9 s and 9.7 s delay times at low-flow correspond to 300 s and 90 s scans, respectively. If only 60 s scans of PSL at low-flow are considered, the variance in the mixing time to scan constant reduces by 34% and the variance in the delay time reduces by 60% (8.3 to 9.3 s).

Assuming the same mixing time as Russell et al. (1995) and Collins et al. (2004) of 1.5 s, its ratio to the scan constant varied from 0.012 to 0.036 for the experimental results in this study. Although this range is at the lower end of the 0.035 to 0.345 range tested by Collins et al. (2002) for the SMPS, they still observed a slight broadening of the distribution at 0.035 due to flow mixing downstream of the DMA. Therefore, it is unlikely this downstream flow effect had any appreciable impact on the measurements of the scanning AAC in this study. However, this effect still manifested in the variation of the delay times corresponding to the PSL measurements.
This result supports the conclusion of Collins et al. (2004) that the delay time determined by the UDA approach masks the smearing effects of the downstream flow and thus deviates from the true delay time. If the downstream plumbing is minimized, the mixing time in the detector usually dominates and varies significantly between different detectors (Russell et al., 1995; Collins et al., 2002). Therefore, the delay time for the scanning AAC must be determined for any significant change in the scanning constant ($\tau_{sc}$), downstream plumbing, flow rate or particle detector. This requirement could be relaxed in the future by following similar approaches as those previously discussed (i.e. Russell et al., 1995, Collins et al., 2002, Kanaparthi et al., 2018) and accounting for the smearing effects of the flow downstream of the AAC within or before the data inversion. However, similar to the viscous flow effects in the classifier, additional testing is required with AAC scans significantly faster than those in this study to amplify these flow effects and investigate their impact on the measurements. Computation fluid dynamic (CFD) simulations would also be valuable to verify the transfer function of the scanning AAC and capture the smearing effects from non-uniform axial flows, as well as the flow effects from the classifier inlet and outlet geometries.

5 Conclusions and Summary

To accelerate size distribution measurements using the AAC, this study develops the theory to continuously scan, rather than step, the AAC setpoint upstream of a particle detector. This theory shows that if the angular speed of the AAC is varied following an exponential function, the proportional change in the centrifugal force field over the residence time of particles in the classifier is independent of their inlet time. Based on this speed profile and assuming uniform axial flow, the transfer function of the scanning AAC is derived by limited trajectory theory and found to be the same shape as that of the steady-state AAC. This outcome is used to adapt the parameterized transfer function of the steady-state AAC based on particle streamline theory, which accounts for non-idealized particle and flow
behaviours within the classifier, to the scanning AAC. For both forms of the 
transfer function, the effect of the counting time of the particle detector 
downstream of the scanning AAC is quantified by determining the average 
transfer function over this time. The inversion of these average transfer functions 
is then determined, and the inversion parameter based on particle streamline 
theory and assuming uniform axial flow is found to be the same for either the 
steady-state or scanning AAC.

This scanning theory and its implementation are validated by the high agreement 
of the experimental results in this study. Specifically, the high agreement (11.3% 
or better in terms of CMD, GSD and $N_{tot}$) of the measurements of the scanning 
AAC compared to those of the steady-state AAC of three different aerosol 
sources (DOS, NaCl and Soot) with varying GSDs (1.3 to 2.7) and CMDs (66.4 
mm to 292.1 nm). If the stability of the aerosol source is considered, the 
agreement between the stepping and scanning measurements using the AAC 
improves to 2.0% or better. This validation is further supported by the high 
agreement (within 8.7%) of scanning measurements of PSL particles (six sizes 
between 100 nm to 2.02 $\mu$m).

For the experimental results shown in this study, the measurements of the 
scanning AAC were 1.1 to 2.6 times faster and collected at 6.1 to 9.0 times 
higher CPD than those of the stepping AAC. This approach also leverages the 
high transmission efficiency and true monodispersity of the particles classified by 
the AAC. As a result, the measured distribution does not need to be corrected for 
multiply-charged particles, unlike those measured by electrostatic instruments, 
such as the SMPS or ELPI.

However, the minimum scan time of the AAC is limited by the 
acceleration/deceleration its classifier can achieve. Therefore, when measuring a 
similar size range (approximately 30 to 700 nm), the up, down or combined scan 
of the AAC is 3.2, 2.0 and 1.8 times longer, respectively, than the equivalent,
standard SMPS scan, while at a similar or higher CPD (64 vs. 49 or 196). One key advantage of the scanning AAC is the broad range and upper limit of its particle sizing, scanning in ten minutes or less from approximately 30 to 2900 nm at low-flow and from approximately 200 to 6800 nm at high-flow. To further accelerate these measurements, future work could investigate if the transfer function of the AAC can be determined if the classifier is scanned at the maximum acceleration rather than scanned exponentially. However, it is likely that an analytical solution for this approach is not possible, and numerical methods would need to be used, significantly complicating the inversion process.

For typical AAC scans across broad size ranges, the assumption of uniform axial flow is likely valid given the maximum acceleration and deceleration the classifier can achieve. However, future work is required to consider the viscous flows within the classifier and downstream plumbing/detector, and as the scan time is reduced, quantify the smearing of the particle residence and detection times.
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**Notes**

†Due to the APS operating outside the Stokes regime, where viscous forces dominate inertial forces (Kulkarni et al., 2011).
The radial acceleration of the particle is neglected as the relaxation time of the particle is orders of magnitude smaller than the time over which the centrifugal force field changes. For example, the maximum particle relaxation time classified by the AAC is $140 \times 10^{-6}$ s (Cambustion, 2018) and the time constant ($\tau_{sc}$) of a typical AAC scan is 10's of seconds.

This example assumes the aerosol is at standard conditions ($P = 101.325$ kPa and $T = 296.15$ K) and that the particles have an effective density of $1000$ kg/m$^3$. This density results in the mobility and aerodynamic diameters of the particles being equivalent.

The data inversion does not use assumptions, such as interpolation or averaging, to increase or decrease the CPD of the reported measurements.

These scan values correspond to the particle detector operating with a 1 s counting time ($t_c$), and the acceleration and deceleration capacity measured for AAC 2, as shown in Figure S2.2.

This estimate assumes the AAC is not spinning at the start of the down scan, and it takes approximately 140 s to reach the starting speed of 700 rad/s.

This ratio accounts for the standard 15 s retrace time for each consecutive SMPS scan.

This statement of independence neglects that the non-idealized parameters ($\lambda_\Omega$ and $\mu_\Omega$) change based on the average setpoint of the scanning AAC over $t_c$ (i.e. $\bar{\tau}_{sc}$ as defined by Equation 46).

The lognormal distribution was fitted to each measured size distributions using least-squares minimization.

This ratio is based on the average times ($t_{sc}$) to complete the up or down scan using the steady-state AAC. The down scan of the steady-state AAC was 1% to
8% faster than its up scan due to its higher capacity to decelerate than accelerate.

The CPD of the measurements collected using the scanning AAC also depend on the counting time \( t_c \) of the detector as shown in Equation 47. For this data, the CPC was operated with a counting time of 1 s.

The repeatability was estimated assuming a 95% confidence interval and using a \( t \)-distribution.

References


TSI (2007). Model 3775 Condensation Particle Counter: Operation and Service Manual Revision D.
TSI (2017). Condensation Particle Counter Model 3752- Operation Manual Revision B.


**Fig. 1** Example of the transfer function ($\Omega_{AAC}$) of the steady-state (ss) or scanning (sc) AAC based on limited trajectory theory (as summarized in Table 1), where $\Omega_{AAC,sc}$ is shown at 15 different times (in terms of $t_{in}$ or $t_{m}$) over a 600 s scan from $\omega_{s} = 20$ rad/s to $\omega_{E} = 700$ rad/s, while $\Omega_{AAC,ss}$ is only shown at the start and end speeds of the scan (i.e. $\omega_{S}$ and $\omega_{E}$, respectively).
Fig. 2 Example comparing the transfer function of the Scanning AAC with balanced classifier flows based on limited trajectory and particle streamline theory.
**Fig. 3** The average scanning AAC transfer function $\Omega_{AAC}$ based on idealized limited trajectory or non-idealized particle streamline theory over three different particle detector counting times ($t_c$), where subplots a), b) and c) show the transfer functions at the start of the up scan, end of the up scan and start of the down scan, respectively. The vertical line in each subplot, denoted with a black, dash-dot line style, shows the instantaneous setpoint of the scanning AAC (in terms of relaxation time, $\tau_{ac}^*$ or aerodynamic diameter $d_{a,sc}^*$) at the start of the counting interval of the particle detector.
Fig. 4 A comparison of the non-dimensional deconvolution parameter ($\beta_{sc}$) of the transfer function of the scanning AAC, where subplot a) compares the parameters based on idealized limited trajectory or particle streamline theory, while subplots b) and c) compare the idealized and non-idealized deconvolution parameters based on particle streamline theory at two sample flows ($Q_s = 0.3$ or $1.5$ L/min).
Fig. 5 Experimental setup used to validate deconvolution theory of scanning AAC.
Fig. 6 The experimental setup used to generate each of the four aerosol sources used to validate the inversion theory of the scanning AAC.
Fig. 7 Comparison of particle size distributions from different aerosol sources measured by stepping or scanning the AAC, where a) and b) show the AAC measurements of the DOS particle source at low and high classifier flows, respectively, while c) and d) show the AAC measurements at low classifier flows of the soot and salt particle sources, respectively.
Fig. 8 Agreement between PSL calibration particles and the mobility equivalent CMD of the size distribution measured by the scanning AAC. The error bars depict the repeatability of the measurements (assuming a 95% confidence interval), while the shaded region represents the uncertainty in the PSL sizes based on manufacturer specifications.
Table 1 Transfer Function of the Steady-State (ss) or Scanning (sc) AAC based on Limited Trajectory (LT) Theory.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
<th>SI Eqn #</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{max}}$</td>
<td>$\frac{1}{K} \ln \left( \frac{r_2^2}{r_1^2} \right)$ (20)</td>
<td>S3.5</td>
</tr>
<tr>
<td>$\tau_{\text{min}}$</td>
<td>$\frac{1}{2K} \ln \left( \frac{Q_a + Q_{\text{sh}} - Q_s (1 - r_1^2 / r_2^2)}{Q_a + Q_{\text{sh}} - Q_{\text{sh}} (1 - r_1^2 / r_2^2)} \right)$ (21)</td>
<td>S3.8</td>
</tr>
<tr>
<td>$\tau^*$</td>
<td>$\frac{\tau_{\text{min}} + \tau_{\text{max}}}{2}$ (22)</td>
<td>S3.9</td>
</tr>
<tr>
<td>$f_1$</td>
<td>$\frac{Q_a + Q_{\text{sh}} (r_1^2 / r_2^2) - \exp(-2\tau K) \left[ Q_a + Q_{\text{sh}} - Q_s (1 - r_1^2 / r_2^2) \right]}{Q_a (1 - r_1^2 / r_2^2)}$ (23)</td>
<td>S3.12</td>
</tr>
<tr>
<td>$f_2$</td>
<td>$\frac{Q_a + Q_{\text{sh}} \left( \frac{\exp(-2\tau K) - r_1^2 / r_2^2}{1 - r_1^2 / r_2^2} \right)}{Q_a}$ (24)</td>
<td>S3.15</td>
</tr>
<tr>
<td>$f_3$</td>
<td>$\frac{Q_a}{Q_s}$ (25)</td>
<td>S3.16</td>
</tr>
<tr>
<td>$\Omega_{\text{AAC}}$</td>
<td>$\max[0, \min(f_1, f_2, f_3, 1)]$ (26)</td>
<td>S3.17</td>
</tr>
</tbody>
</table>

Where $K$ equals $K_{\text{ss}}$ (Equation 16) or $K_{\text{sc}}$ (Equation 19) for the steady-state or scanning AAC, respectively.
Table 2  Transfer Function of the Scanning AAC based on Particle Streamline (PS) Theory with Balanced Classifier Flows or Limited Trajectory (LT) Theory.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Limited Trajectory (LT)</th>
<th>Particle Streamline (PS) with</th>
<th>SI Eqn #</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ω_{AAC,sc}</td>
<td>max{0, min(f₁, f₂, f₃, 1)}</td>
<td>Balanced (B) Classifier Flows</td>
<td>LT</td>
</tr>
<tr>
<td>τ_{sc}</td>
<td>c_{τs} exp\left(-\frac{t_m}{\tau_{sc}}\right)</td>
<td></td>
<td>PS</td>
</tr>
<tr>
<td>c_{τs}</td>
<td>\frac{1}{2c_{sc}} \left[ \ln\left(\frac{r_2}{r_1}\right) + \frac{1}{2} \ln\left(\frac{Q_s + Q_{sh} - Q_s (1 - r_2^2/r_1^2)}{Q_s + Q_{sh} - Q_{sh} (1 - r_2^2/r_1^2)}\right) \right] \frac{2(r_2^2 - r_1^2)}{c_{sc} (β + 1)(r_1 + r_2)^2}</td>
<td>(30)</td>
<td>S3.3 6 1</td>
</tr>
<tr>
<td>c_{sc}</td>
<td>\frac{Q_S}{r_{sc}^2} \left[ 1 - \exp\left(-\frac{t_m}{\tau_{sc}}\right) \right]</td>
<td></td>
<td>S3.2 9 2</td>
</tr>
</tbody>
</table>

(27) (28) (29) (30) (31) (32)
Table 3 Average Transfer Function of Scanning AAC over Counting Time of the Particle Detector.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Limited Trajectory (LT)</th>
<th>Particle Streamline (PS) with Balanced (B) Classifier Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_{AAC,LT}$</td>
<td>$c_{min}, c_{b}, c_{r}, c_{max}$</td>
<td>$c_{min,B}, c_{r,B}$ and $c_{max,B}$</td>
</tr>
<tr>
<td>$c_{min}, c_{b}, c_{r}, c_{max}$</td>
<td>Summarized in Table S3.1</td>
<td>Summarized in Table S4.1</td>
</tr>
<tr>
<td>$c_{min,B}, c_{r,B}$ and $c_{max,B}$</td>
<td>Summarized in Table S4.1</td>
<td>N/A</td>
</tr>
<tr>
<td>$c_{b}, c_{r}, c_{max}$</td>
<td>Summarized in Table S3.1</td>
<td>$c_{b}, c_{r}$ and $c_{max}$ Summarized in Table S6.1</td>
</tr>
<tr>
<td>$c_{max,B}$</td>
<td>Summarized in Table S6.1</td>
<td>$c_{max,B}$ Defined by Equation S6.11</td>
</tr>
</tbody>
</table>

Where $\mathcal{H}(x-a)$ and $\mathcal{EI}(x)$ are the Heaviside and Exponential Integral Functions defined by Equations 35 and S5.17, respectively.
Table 4 Parameters of the Scanning AAC.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
<th>SI Eqn #</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{sc}^*$</td>
<td>$-c_{rs} \tau_{sc} \left[ \exp \left( \frac{-(t_m + t_c)}{\tau_{sc}} \right) - \exp \left( \frac{-t_m}{\tau_{sc}} \right) \right]$ (46)</td>
<td>S7.4</td>
</tr>
<tr>
<td>CPD$_{sc}$</td>
<td>$\frac{1}{\log \left( \exp \left( \frac{-t_c}{\tau_{sc}} \right) \right)}$ (47)</td>
<td>S7.7</td>
</tr>
<tr>
<td>$\frac{\tau_{sc}^*}{\tau_{ss}}$</td>
<td>$\left[ \exp \left( \frac{t_f}{\tau_{sc}} \right) - 1 \right]^{-1}$ (48)</td>
<td>S7.9</td>
</tr>
<tr>
<td>$\frac{\tau_{sc}^*}{\tau_{ss}}$</td>
<td>$\left[ \omega_S^2 t_c \exp \left( \frac{t_f - t_i}{\tau_{sc}} \right) \exp \left( \frac{t_f}{\tau_{sc}} \right) - 1 \right]^{-1}$ (49)</td>
<td>S7.10</td>
</tr>
</tbody>
</table>

Where $c_{rs}$ equals Equation 30 or Equation 31 for the scanning AAC based on limited trajectory theory or particle streamline theory operating with balanced classifier flows, respectively.
**Table 5** Parameters of the AAC during Example Scans.

<table>
<thead>
<tr>
<th>Flow</th>
<th>Scan</th>
<th>Speed (rad/s)</th>
<th>Min Scan Time, $t_{\text{sc}}$ (s)</th>
<th>Scan Constant, $\tau_{\text{sc}}$ (s)</th>
<th>Range of Steady-State</th>
<th>Class Range, $\overline{a}_{\text{sc}}$ (nm)</th>
<th>Classes per Decade, CPD$_{\text{sc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LF Up</td>
<td>20</td>
<td>700</td>
<td>607</td>
<td>85.3</td>
<td>23</td>
<td>28708</td>
<td>2942</td>
</tr>
<tr>
<td>Down</td>
<td>700</td>
<td>20</td>
<td>153</td>
<td>21.5</td>
<td>27</td>
<td>25808</td>
<td>2840</td>
</tr>
<tr>
<td>HF Up</td>
<td>20</td>
<td>500</td>
<td>333</td>
<td>51.7</td>
<td>230</td>
<td>143541</td>
<td>6734</td>
</tr>
<tr>
<td>Down</td>
<td>500</td>
<td>20</td>
<td>107</td>
<td>-16.7</td>
<td>245</td>
<td>143143</td>
<td>6793</td>
</tr>
<tr>
<td>LF Up</td>
<td>76</td>
<td>700</td>
<td>379</td>
<td>85.3</td>
<td>23</td>
<td>1988</td>
<td>720</td>
</tr>
<tr>
<td>Down</td>
<td>700</td>
<td>76</td>
<td>95</td>
<td>-21.5</td>
<td>27</td>
<td>1787</td>
<td>693</td>
</tr>
</tbody>
</table>

Where low-flow (LF) corresponds to 0.3 and 3 L/min sample and sheath flow (i.e. $Q_s$ and $Q_{sh}$), respectively; high-flow (HF) corresponds to 1.5 and 15 L/min sample and sheath flow (i.e. $Q_s$ and $Q_{sh}$), respectively; and the corresponding residence time ($t_{r}$) of the particles in the classifier is 5.5 and 1.1 s for LF and HF, respectively.
Table 6 Deconvolution of the Transfer Function of the Scanning AAC.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Limited Trajectory (LT)</th>
<th>Particle Streamline (PS) with SI Eqn #</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Balanced (B) Classifier Flows</td>
</tr>
<tr>
<td>$\beta_{sc}$</td>
<td>$c_{f11}[\mathcal{EI}(c_{r13} c_{f12}) - \mathcal{EI}(c_{r_{max}} c_{f12})]$</td>
<td>$\lambda_{\Omega} \mu_{\Omega} \left[ \ln \left( \frac{1 + \beta}{\mu_{\Omega}} \right) + \frac{\mu_{\Omega}}{\beta} \ln \left( 1 - \left( \frac{\beta}{\mu_{\Omega}} \right)^2 \right) \right]$</td>
</tr>
</tbody>
</table>

Where $\mathcal{EI}(x)$ is the Exponential Integral Function defined by Equation S5.17, and the boundary constants ($c_{r_{max}}$, $c_{r_{13}}$, $c_{r_{23}}$ and $c_{r_{max}}$) and other constants ($c_{f_{11}}$, $c_{f_{12}}$, $c_{f_{13}}$, $c_{f_{21}}$, $c_{f_{22}}$ and $c_{f_{23}}$) for $\beta_{sc}$ based on limited trajectory theory are defined in Table S3.1 and by Equation S3.22 ($c_{f_{31}}$).