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This dissertation presents novel and practical algorithms to identify the software and hardware components on mobile devices. In particular, we make significant contributions in two challenging areas: library fingerprinting, to identify third-party software libraries, and device fingerprinting, to identify individual hardware components. Our work has significant implications for the privacy and security of mobile platforms.

Software-based library fingerprinting can be used to detect vulnerable libraries and uncover large-scale data collection activities. We develop a novel Android library fingerprinting tool, LibID, to reliably identify specific versions of in-app third-party libraries. LibID is more effective against code obfuscation than prior art. When comparing LibID with other tools in identifying the correct library version using obfuscated F-Droid apps, LibID achieves an $F_1$ score of more than 0.5 in all cases while prior work is below 0.25. We also demonstrate the utility of LibID by detecting the use of a vulnerable version of the OkHttp library in nearly 10% of the 3958 popular apps on the Google Play Store.

Hardware-based device fingerprinting allows apps and websites to invade user privacy by tracking user activity online as the user moves between apps or websites. In particular, we present a new type of device fingerprinting attack, the factory calibration fingerprinting attack, that recovers embedded per-device factory calibration data from motion sensors in a smartphone. We investigate the calibration behaviour of each sensor and show that the calibration fingerprint is fast to generate, does not change over time or after a factory reset, and can be obtained without any special user permissions.

We estimate the entropy of the calibration fingerprint and find the fingerprint is very likely to be globally unique for iOS devices (~67 bits of entropy for iPhone 6S) and recent Google Pixel devices (~57 bits of entropy for Pixel 4/4 XL). By comparison, the fingerprint generated by previous work has at most 13 bits of entropy. Following our disclosures, Apple deployed a fix in iOS 12.2 and Google in Android 11.

Both code obfuscation and factory calibration help to hide software and hardware idiosyncrasies from third-parties, but this dissertation demonstrates that reliable software and hardware fingerprints can still be generated given sufficient knowledge and a suitable approach. Our work has significant practical implications and can be used to improve platform security and protect user privacy.
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CHAPTER 1

INTRODUCTION

Mobile devices, especially smartphones and tablets, have gained considerable popularity due to their portability, user experience, and rich functionality; around 92% of Internet users globally were mobile users and 53.3% of web traffic originated from mobile phones in December 2019 [1]. The ever-increasing popularity of mobile devices has seen significant investment in mobile advertising: more than 190 billion US dollars were invested in mobile advertising in 2019, and spend is expected to surpass 280 billion US dollars by 2022 [2]. Payments from advertisers have encouraged more developers to provide apps without up-front fees to their users and instead receive compensation through ad revenues; around 96.4% of apps on Google Play and 91.9% of apps on Apple App Store were free as of June 2020 [3]. A survey of 400 mobile app developers in the US and the UK shows that approximately 47% used mobile advertising to monetise their apps as of June 2019 [4].

To harvest behavioural user data, advertising companies typically provide a Software Development Kit (SDK) for publishers, such as app and website developers, to use their service. App developers then integrate this SDK into their apps as a third-party library so that the app obtains fresh advertisements and presents them to users. As a result, advertisers get to run their (the third-party) library code on user devices and in return app developers are paid for ad impressions and clicks. Research has found that behavioural targeting can greatly improve sales for advertisers. A survey of 3.3 million responses revealed that by complying with the EU privacy law, which restricted advertisers’ ability to use personal data for targeted advertising, banner ads had seen a decline in purchase intent of over 65% [5]. Because behavioural ads offer increased utility for the advertiser and consequently higher revenues to developers, the advertising ecosystem has moved towards behavioural ads at the expense of user privacy.

In addition to advertising libraries, app developers also use third-party libraries to promote their apps with social media support, facilitate app development, and extend app functionality. A previous study has shown that, on average, over 60% of sub-packages in
Android apps are from common libraries [6]. Nevertheless, the prevalence of third-party libraries has also brought new challenges that may affect the security and privacy of the mobile platform (§1.1). These challenges motivate the development of reliable library fingerprinting techniques to identify third-party libraries. Library fingerprinting is a particular type of software fingerprinting that aims to identify the software components on mobile devices. It has a variety of use cases, such as studying the popularity of a library of interest, excluding third-party libraries from program analysis, identifying the use of vulnerable libraries in apps, etc.

In addition to software fingerprinting, hardware fingerprinting, especially device fingerprinting, also has significant implications for the privacy of the mobile platform. In order to grow their business and support behavioural ads, mobile advertisers are incentivized to identify potential customers. For this purpose, they often seek a reliable way to generate a distinctive device signature, or device fingerprint, to identify user devices. Device fingerprinting is the process of generating such a fingerprint and is based on one or more unique features of a device. With a reliable fingerprint, advertisers can track users online and offline, study their behaviour, and deliver tailored content to the users. However, it also raises privacy concerns since advertisers may learn sensitive information about the customers and share it with third parties without users knowing. Therefore, both Android and iOS have included measures to prevent such tracking (§1.2). Device fingerprints can also support other use cases. For example, it can help banking apps and websites verify the identity of visiting devices to protect against identity theft and credit card fraud.

Both library and device fingerprinting are challenging topics because there have been extensive efforts to either block such fingerprinting or hide the idiosyncrasies of these software and hardware modules. However, in this dissertation we show that it is difficult to completely remove unique software and hardware fingerprints despite current best practice. Given sufficient knowledge innovation, both software and hardware components can still be effectively fingerprinted.

In particular, we study the characteristics of common code obfuscation techniques that are often used to thwart reverse engineering. We find these techniques reduce distinctive software features that are important for reliable library fingerprinting. To address this issue, we design a novel library fingerprinting tool that is resilient against these obfuscation techniques (§1.1). In addition, we look into the factory calibration in embedded motion sensors that is intended to reduce the difference between actual and ideal sensor output given the same input. We then present a novel device fingerprinting attack that bypasses existing tracking protection enforced in iOS and Android by exploiting factory calibration patterns (§1.2). Note that, this dissertation focuses on novel techniques to identify software and hardware components (i.e., third-party Android libraries and embedded motion sensors) instead of on device fingerprinting exclusively. Although library
fingerprinting techniques can also help to identify a smartphone, it is out of the scope of this dissertation. The following sections describe the challenges of both topics and summarise our research questions, threat models, and solutions. Overall, our work has significant practical implications and makes important contributions to protecting user privacy and improving platform security.

1.1 Android library fingerprinting

There are several challenges in identifying a third-party Android library within an app. Firstly, many apps use code obfuscators, such as ProGuard\(^1\), to obfuscate the name of classes, fields, and methods; approaches based on simple identifier matching are not applicable for such apps [7, 8]. Secondly, many detection schemes tried to extract library candidates at scale through cluster-based approaches [6, 9, 10]. Although these schemes require no prior knowledge about the libraries before clustering, they require significant effort to label each cluster later. In addition, due to the lack of detailed information in libraries, clustering-based schemes cannot determine the version of a library inside an app. Thus, they cannot be used to study whether apps use a vulnerable version of a library. Lastly, library code can be dynamically changed during the build process by code obfuscators. For instance, ProGuard, an open-source tool that has been integrated into the Android build system, will, by default, optimise library code and remove unused code during the build process. This process is called code shrinking or dead-code elimination.

In addition, ProGuard can apply package modification operations, which includes package flattening and class repackaging, to obfuscate packages and change class hierarchies. A recent study has shown that 49% of apps (88% of obfuscated apps) used ProGuard and 21% of them applied package modification operations [11]. Most of the existing studies (e.g., LibRadar [9] and LibD [10]) failed to consider code shrinking and package modification operations, while others that did consider them (e.g., LibScout [12] and Orlis [13]) showed poor accuracy in our experiments.

Our work on library fingerprinting aims to answer the following research questions: How to reliably identify third-party Android libraries when a large portion of library code is deleted and when package modifications are applied? How does our library fingerprinting solution compare with existing studies? How common do popular Android apps use known vulnerable libraries?

We use the same threat model as in other library fingerprinting studies [9, 10, 12]. We assume the adversary is able to collect the app binary they want to analyse. The adversary can either download app binaries from an Android app distribution platform such as Google Play or extract the binary of installed apps from a smartphone. The latter can be

\(^1\)https://www.guardsquare.com/en/products/ProGuard
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achieved if the adversary has physical access to the smartphone or if an app installed on the smartphone is under the control of the adversary and the app can communicate with a remote server. We also assume that the adversary has a collection of library binaries of interest. Furthermore, we assume the adversary has a reasonable amount of computing resources such as a desktop server to run the library fingerprinting algorithm. The goal of the adversary is to accurately identify third-party libraries, including their name and version, used in an Android app, even in the presence of code obfuscation.

This dissertation presents a novel third-party Android library detection tool, LibID, that generates library fingerprints that are resilient to common code obfuscation techniques, including identifier renaming, code shrinking, control-flow randomisation, and package modification. By matching these fingerprints, LibID can reliably identify the library version used in Android apps given the library and app binaries. Our evaluation of LibID is supported by a novel method that semi-automatically generates apps containing third-party libraries, as well as an analysis of hundreds of F-Droid apps. This provides valuable ground truth data to support accurate evaluation and comparison of our approach to previous work. Our experiments show that LibID can detect a much higher percentage of libraries than prior work, especially when code shrinking is enabled and the package hierarchy is modified.

LibID can be of great assistance to Android researchers. For example, program analysers can rely on LibID to remove third-party libraries and consequently reduce the overhead of static analysis. Library developers can apply LibID to gain information about the usage of each library version in real-world apps, and notify app developers when certain versions of libraries are found to be vulnerable. LibID can also be used to check if there are license violation issues in the use of third-party libraries. In addition, security researchers can build their application based on LibID to investigate privacy and security threats of third-party libraries. We hope this work can raise awareness about the importance of third-party libraries and library-centred studies.

1.2 Device fingerprinting

Realising the potential risk to user privacy, both iOS and Android have included measures to prevent device fingerprinting. On iOS, developers do not have access to the UDID (Unique Device IDentifier), IMEI (International Mobile Equipment Identity), and MAC address of hardware modules after iOS 7. Similar restrictions are also deployed on Android O; developers cannot access non-resettable unique hardware identifiers even if users grant the app dangerous permissions such as the READ_PHONE_STATE permission. Most recently, Apple announced that apps running in iOS 14 will be required to ask users for permission to track them across apps and websites owned by other companies [14]. While it is still
possible to track users by the advertising identifier on both iOS and Android, this method comes with several drawbacks. First, both platforms allow users to reset this identifier at any time; iOS also provides an option to limit access to this identifier. Moreover, apps that request this identifier but do not serve any in-app advertisements will be rejected by the App Store. Last but not least, the advertising identifier is not accessible from mobile browsers. Although Android still allows apps to access the ANDROID_ID, it cannot be obtained from a website and its value is scoped by the app signing key and user since Android 8. Different apps on a device will have different values of ANDROID_ID and a factory reset or an APK signing key change may also change its value [15]. Thus, both the advertising identifier and the ANDROID_ID cannot be used to track users across apps and websites.

Despite the privacy policies enforced by Apple and Google, it is still possible to exploit the uniqueness of embedded sensors to fingerprint a device. Most mobile devices nowadays are shipped with a variety of embedded sensors (e.g., accelerometer, gyroscope and magnetometer). Mobile apps rely on these sensors to provide rich functionality such as workout tracking and better gaming performance. However, natural variation during the manufacture of embedded sensors means that the output of each sensor is unique and therefore they may be exploited to create a device fingerprint.

Previous studies applied machine learning techniques directly to sensor data in an attempt to create device fingerprints for smartphones [16, 17]. This approach has several drawbacks. First, these models are susceptible to environmental conditions, such as temperature and noise, so accuracy decreases over time. Second, they either require the smartphone to be placed in a stationary position (e.g., on a desk) or have relatively low accuracy when devices are moved. When devices were held in a hand, state-of-the-art work by Das et al. achieved an accuracy of around 60% in an open-world setting with 86 iPhone 6 devices, which is equivalent to 13 bits of entropy (§2.3.3) [17].

In our work, we take a different approach. Instead of feeding sensor outputs into machine learning algorithms, we infer the per-device factory calibration data from the output of sensors such as the gyroscope, accelerometer, and magnetometer. This calibration data can then be used to construct a unique device fingerprint. We call this new type of attack a factory calibration fingerprinting attack.

We aim to answer the following research questions: How to practically recover the factory calibration parameters of sensors from their output? What smartphone models are vulnerable to the factory calibration fingerprinting attack? How unique are the calibration parameters and how does it compare with existing motion sensor-based device fingerprinting studies?

Our threat model is as follows. We assume the adversary is able to record motion sensor samples from a smartphone. The attacker can do this if the user installs an app,
or visits a website (accelerometer and gyroscope only), under the control of the attacker. Furthermore, we assume that the software embedded in the app or web page is able to communicate with a remote server under the control of the attacker; this is typically the case for both apps and web pages. The goal of the adversary is to obtain a reliable device fingerprint of a smartphone.

This dissertation describes this new type of attack and demonstrates its effectiveness on motion sensors (accelerometer, gyroscope, and magnetometer) as available in iOS and Android. We choose these sensors because, when we started our work, access to these sensors did not require any special permission, and accelerometer and gyroscope data can be accessed via both a native app installed on a device and via JavaScript when the user visits a website. Overall, our attack has the following advantages:

- **Practical** The attack can be launched by any website or any app on a vulnerable device without requiring explicit confirmation or interaction by the user.
- **Efficient** The attack takes less than one second to generate a fingerprint.
- **Unique** The attack generates a globally unique fingerprint for vulnerable devices.
- **Robust** The calibration fingerprint never changes, even after a factory reset.
- **Effective** The attack provides an effective means to track users as they browse across the web and move between apps on their device.

With our approach, we achieve 67 bits of entropy for the iPhone 6S and 57 bits of entropy for the Pixel 4/4 XL. We followed a coordinated disclosure procedure and reported the vulnerability to Apple on 3rd August 2018 and Google on 10th December 2018. In iOS 12.2, Apple adopted our suggestion and added random noise to sensor outputs (CVE-2019-8541) while Google decided to round sensor outputs to a multiple of nominal gain in Android 11. In addition, Apple removed access to motion sensors from Mobile Safari by default and in later versions also removed motion sensor access from WebKit. However, we show that Apple’s fix is imperfect since a calibration fingerprint can be extracted if more sensor data is available.

### 1.3 Dissertation outline

**Chapter 2** This chapter introduces the necessary background for later chapters. It starts by looking broadly on fingerprinting topics on mobile devices. It then summarises existing studies on third-party library fingerprinting and related topics such as app clone detection. It also reviews the evolution of device fingerprinting techniques and outlines related literature in this area. In addition, it gives a brief introduction to several techniques we used in this dissertation.
Chapter 3 This chapter details the design of our third-party Android library fingerprinting system (LibID), including a scalability-focused design (LibID-S) and an accuracy-focused design (LibID-A). It presents a systematic approach to generating a synthetic app dataset that we use to tune several parameters used in LibID. Then, it applies LibID and several other state-of-the-art library detectors to open-source apps on F-Droid and benchmarks their performance. Finally, it conducts a large-scale study on popular Google Play apps and identifies a high proportion of popular apps using vulnerable libraries.

Chapter 4 This chapter describes the theory of our factory calibration fingerprinting attack. It introduces the background of calibrating motion sensors. It also explains the steps to identify whether a sensor is factory calibrated and to calculate the nominal gain of a sensor if the datasheet is unavailable. Using the gyroscope in iOS devices as an example, it analyses the data representation of sensor outputs and discusses the difference in the sensor outputs obtained from a mobile app and a website. It then elaborates on the factory calibration fingerprinting attack in each case.

Chapter 5 This chapter presents the large-scale analysis results on the feasibility of factory calibration fingerprinting attack on iOS and Android devices. It evaluates the performance of the factory calibration fingerprinting attack and demonstrates the attack is practical, efficient, unique, and robust. It further quantifies the entropy of the generated device fingerprint and reports our vulnerability disclosure practice. Last but not least, it includes our analysis of Apple’s fix and introduces a novel attack against the fix.

Chapter 6 This chapter concludes the dissertation by summarising the key results and discusses some directions for future work.

1.4 Publications

Below is a list of publications I co-authored during the course of my PhD.
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helpful discussion and insight. I also thank anonymous reviewers for their feedback
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Fingerprinting for Smartphones.” In Proceedings of the 40th IEEE Symposium on
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the instrumentation of data collection and analysis. I executed the experiments,
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on the paper.
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the calibration fingerprint with a popular browser fingerprint for Google Pixel phones
(§5.4.2); we analysed the calibration fingerprint for vulnerable Pixel devices and
estimated entropy for each model (§5.5.2). Last but not least, we analysed Apple’s
fix and showed that it is imperfect since a calibration fingerprint can be extracted if
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Matthew Hall for proofreading.
CHAPTER 2

BACKGROUND AND RELATED WORK

This chapter gives the necessary background to help better understand the topics of this dissertation, their current research progress, and methodologies we apply to solve the challenges. Specifically, we first look broadly on fingerprinting topics on mobile devices (§2.1). Then, we focus on two types of fingerprinting that are most pertinent to this dissertation: library fingerprinting and device fingerprinting. We summarise existing work in these areas and present it in §2.2 and §2.3. Furthermore, we give a brief introduction to several techniques used in this dissertation, including locality-sensitive hashing (§2.4), integer programming (§2.5), and simulated annealing (§2.6). Last but not least, we summarise this chapter in §2.7.

2.1 Fingerprinting on mobile devices

Ever since the arrival of smartphones, mobile devices have drastically reduced the need to have a dedicated task-specific device such as a camera, microphone, or speaker. Due to their convenience, people have been using smartphones to record their life, process bank transactions, and handle private communications. Because smartphones have effectively become a central hub of sensitive user data, a great deal of effort in both industry and academia has been devoted to secure the platform and protect user privacy.

In particular, biometric-based authentication, or biometric fingerprinting, has drawn an extensive amount of interest because it offers a quicker and more convenient alternative to traditional password-based authentication. Biometric fingerprinting schemes verify the identity of users by their unique physiological characteristics or behavioural traits. By far, the most used physiological features include:

**Finger** It is generally believed that different fingers have distinct papillary ridge patterns, or fingerprints, and therefore they can be used as a person’s identity [19]. Fingerprints were first used in crime scenes and forensic science as evidence [20]. Since Apple
introduced Touch ID in 2013, smartphones are increasingly shipped with a fingerprint sensor to allow fast user authentication. Nevertheless, researchers have found that fingerprint sensors can be fooled with a high success rate using the victim’s fingerprint mould [21]. It has also been reported that such a mould can be made from just a few photos of the victim’s hand taken with a standard camera [22, 23]. In addition, researchers have proposed to use a smartphone camera to capture the changes in the light reflection of the finger skin to identify users [24]. Since the light reflection is associated with the blood flows through the finger, the captured signal reveals unique features of an individual’s cardiovascular systems.

Palm Similar to fingerprints, palm prints also have distinctive ridge patterns and thus can be used to authenticate users. Some palm scanners make use of an infrared camera to observe the palm veins to further reduce false positives. In particular, LG G8 ThinQ includes a palm recognition system which they call “Hand ID” that authenticates users by the thickness, shape, and other characteristics of their palm veins as well as unique features of their palm prints [25]. According to LG, two people have less than one in a billion chance of sharing identical palm vein patterns [26].

Face Facial recognition is another type of biometric authentication technique that has been widely deployed in modern smartphones. Although the implementation details may vary, mobile facial recognition systems generally use front-facing cameras in a smartphone to build a geometric profile of a user’s face, which may include the placement of eyes, the width of the nose, the size of the face, etc. In particular, Apple’s Face ID uses a TrueDepth camera system that projects invisible infrared dots onto a user’s face and then takes an infrared image of it [27]. This allows Face ID to build a depth map of a user’s face even in the dark. Apple has claimed that Face ID has significantly fewer false positives than Touch ID (1 in 100 000 vs 1 in 50 000) [28]. Nevertheless, researchers have found that it can be tricked to authenticate sleeping users by placing a pair of specially made glasses on them [29].

Iris The complex patterns of a person’s iris are believed to be unique and do not change over time. Similar to Apple’s Face ID, iris recognition systems deployed in a smartphone typically use a special front-facing camera to take infrared images of the iris. Infrared light is used because it is invisible and helps to unveil patterns of dark-coloured eyes. Samsung included an iris scanner in Galaxy S8, S8+, S9, S9+ and Note9. However, it turns out Samsung’s iris scanner can be easily bypassed. Attackers only need to print a photo of the victim’s iris and put a pair of contact lens on top of the photo to fool the scanner [30]. Samsung stopped using the iris scanner since the release of Galaxy S10.
**Ear canal** With in-ear wearables gaining popularity, fingerprinting users by the shape of their ear canal has drawn research interest. The general approach of ear canal fingerprinting is to play a probe audio clip, which is often inaudible to the user, via an inward-facing speaker in the earphone and later analyse the response signal captured by a built-in microphone. As the sound wave is reflected inside the ear canal, the response signal reveals the static geometry of the ear canal [31]. A few studies have found the dimensions of the ear canal to be unique for each individual [32, 33]. However, the ear canal geometry estimated from the reflected signal is not perfect. In particular, EarEcho uses this design to continuously authenticate users and it reported 97.55% recall and 97.57% precision in their study with 20 participants [34]. Moreover, other studies have pointed out that head and mouth movements could lead to dynamic changes in the ear canal geometry and thus it is not a stable fingerprint [35].

Apart from aforementioned traits, other types of physiological biometrics such as thermogram and body odour can also be used to verify users’ identity. However, they are rarely used in mobile devices and thus we do not elaborate on them here. Behavioural biometrics such as voice [36], key stroke [37], gait [38], eye movement [39, 40], and many others have also been explored for the purpose of fingerprinting. Unlike physiological biometrics, behavioural biometrics check for characteristic behavioural patterns that are likely to change over time. In particular, voice-based speaker recognition that exploits the differences in time and frequency domain acoustic patterns to identify users have attracted a great deal of attention due to the gaining popularity of voice assistants. The difference in voices is a result of both physiological variations (people have differently shaped voice tracts) and behavioural factors (people pronounce words in different ways). However, studies have shown that voice-based authentication schemes are susceptible to replay attacks [41, 42], text-to-speech attacks [43, 44], and phoneme morphing attacks [45].

Both physiological and behavioural biometrics have raised privacy concerns. Biometrics collected for a specific purpose such as authentication may later be used for other purposes or in another context (e.g., forensic investigation). In addition, they may leak unintended information about the user because they represent a rich feature set. For example, biometrics such as iris and palm vein patterns can reveal information about the gender, ethnicity, and health of the user [46, 47]. It is also difficult to change or revoke biometrics. Since users may use the same biometric in different applications, biometric data theft in one application could lead to unauthorised access in others.

Biometric fingerprinting is likely the best-known type of fingerprinting on mobile devices, but other types of mobile fingerprinting topics are also of great importance. Instead of fingerprinting the user, *software fingerprinting* aims to identify the software running on a device, while *hardware fingerprinting* aims to recognise unique hardware modules in a
device. This dissertation explores both software and hardware fingerprinting techniques. In particular, we study a type of software fingerprinting called library fingerprinting that seeks to identify third-party libraries including their versions used in an app. In terms of hardware fingerprinting, we present a novel type of device fingerprinting that can reliably and uniquely identify individual devices. We describe the background and related work of library fingerprinting and device fingerprinting in detail in §2.2 and §2.3, respectively.

2.2 Library fingerprinting

Library fingerprinting aims to generate a distinctive set of library signatures, or library fingerprints, to identify software libraries. Because software libraries are often compiled into binaries, fingerprinting and identifying them requires program analysis techniques. Since our library fingerprinting work targets the Android platform, we give a brief introduction to Android program analysis in §2.2.1.

The extensive use of third-party libraries without appropriate consideration of security issues can put mobile devices and networks at risk of cyberattacks and privacy leakages. If one common library contains severe security concerns, a great number of apps can be compromised. For example, the Facebook Android SDK version 3.15 [48] and certain versions of the OkHttp library [49], both of which were very popular in Android apps, contained authentication vulnerabilities. In addition, several other popular libraries spy on SMS messages [50] or even establish backdoors [51]. Moreover, attackers may also inject malicious code into popular libraries and redistribute them through unofficial platforms to remotely control smartphones or steal private information. In fact, according to recent research, more than half of all Android apps with vulnerabilities were at risk due to libraries [52]. There are also academic publications focusing on this problem; we describe them in §2.2.2. A well-related research area to this problem is app fingerprinting. App fingerprinting techniques typically aim to identity apps running on a remote device by studying their traffic. It can be combined with library fingerprinting techniques for advanced targeting. For example, attackers can first apply library fingerprinting to identify apps with vulnerable libraries and then launch app fingerprinting to find devices running these vulnerable apps. We briefly summarise studies on app fingerprinting in §2.2.3.

Third-party libraries have also introduced a few novel challenges to mobile platforms. In particular, the presence of libraries constitutes a barrier for many areas of mobile app analysis. App clone detection schemes should not take library code into account during analysis. Since a large proportion of program code is contributed by libraries, which may well be used in many other apps without modification, the accuracy of detection schemes will be significantly skewed if library code is not properly excluded. Static analysis is the basis for many mobile security studies, but it often consumes significant computing power.
and resources required [53, 54]. Since libraries are often irrelevant to the main functionality of an app, it is better to separate them from program analysis to improve efficiency [55]. In addition, many developers use third-party libraries without complying with the license terms. In particular, Duan et al. found 40K Android apps on the Google Play store potentially violated GPL (General Public License) licensing terms [56]. Similarly, Tang et al. reported 18 out of 50 top applications listed in Tencent software centre violated GPL terms [57]. The misuse of licensed components should be identified to protect library developers’ copyright. Library fingerprinting is the basis of license violation detection and library code exclusion. A few library fingerprinting techniques have been proposed to help achieve these goals; we summarise these studies in Chapter 3 to better compare them with our library fingerprinting approach.

### 2.2.1 Android program analysis

Program analysis can be either static, through the inspection of the source code or binary, or dynamic, through the execution of the program. The former often provides more code coverage, while the latter can capture dynamic behaviour that is hard to detect via static analysis. Hybrid analysis exploits results from both static and dynamic analysis. In the context of Android apps and libraries, we briefly introduce related research in each type.

**Static analysis** Static analysis approaches usually apply reverse engineering and code audit techniques to reconstruct application behaviours and to find hidden malicious code. Egele et al. designed a tool named PiOS, which can detect data flows in binaries compiled from Objective-C code by static analysis, to identify private data leaks from iOS devices [58]. For Android applications, Arzt et al. developed a static taint analysis system called FlowDroid to find potential privacy leakages, related to Android-specific callback and UI events [53]. However, these static analysis schemes cannot detect self-updating malware where malicious code is injected into the application at runtime.

**Dynamic analysis** In contrast, dynamic analysis schemes identify possible malicious acts of an application by recording and analysing its behaviour in a controlled run-time environment. Enck et al. proposed an extended Android system, named TaintDroid, to detect privacy leakages via dynamic taint tracking [59]. VetDroid [60] further improved TaintDroid by conducting permission use analysis on sensitive operations. Nevertheless, both TaintDroid and VetDroid cannot reveal under what conditions these internal sensitive actions are triggered.

**Hybrid analysis** Hybrid analysis is gaining more popularity due to the limitations of static and dynamic analysis alone. To detect malware that uses dynamic code update
techniques to defuse static analysers, Bodden et al. designed a hybrid analyser, TamiFlex, to reveal this hidden behaviour [61]. TamiFlex logs class loading and reflection call events at runtime and feeds the results to its static analyser to achieve better performance. However, TamiFlex relies on debug information that could be removed when code obfuscation is applied. To address this issue, Zhauniarovich et al. proposed a tool called StaDynA that modifies the DVM (Dalvik Virtual Machine) and libcore components to obtain required information [62].

2.2.2 Security and privacy of libraries

Many studies have been dedicated to investigating the security and privacy of third-party libraries. For example, Paturi et al. and Son et al. studied the privacy disclosure threats of advertising libraries [63, 64]. Wang et al. and Sounthiraraj et al. analysed several authentication vulnerabilities in third-party libraries [65, 66]. In addition, the framework FlexDroid was proposed to isolate the permissions of third-party libraries [67]. These studies also showed that a large number of libraries contained dynamic code execution methods. Chen et al. investigated the use of potentially harmful libraries (PhaLibs) in Android apps [68]. They found 117 PhaLibs with 1,008 variations were used in 6.84% of 1.3 million Google Play apps. They then studied the security of iOS libraries by comparing the similarity between Android libraries and their iOS counterparts. As a result, they discovered 23 PhaLibs with 706 variations on iOS. These PhaLibs can record video and audio without users’ awareness, access the keychain of their host app, and prompt users to send a message or make a phone call. Recently, Chitkara designed a privacy management system to control what data can be accessed by third-party libraries [69]. We believe our work in library fingerprinting can be of assistance to these library-related studies due to its robustness and high precision in pinpointing library versions.

2.2.3 Mobile app fingerprinting

The knowledge of what apps are installed on users’ smartphone can not only leak sensitive user information such as sexual orientation and religion but also expose weak targets that are vulnerable to known vulnerabilities. However, studies have shown that it is possible to identify mobile apps from their traffic. In particular, Dai et al. proposed a technique to automatically generate a network profile of Android apps that can be used for app fingerprinting [70]. The basic idea of their work is to use UI fuzzing to traverse multiple execution paths of an Android app in a simulator and extract an app fingerprint from the captured network behaviour. However, their technique only works for unencrypted HTTP traffic and the evaluation is flawed due to the lack of ground truth. Wang et al. showed that an attacker can determine users’ app usage over an encrypted wireless local area
network (IEEE 802.11 WLANs) without knowing the encryption key [71]. They found that the side-channel information in packets has unique patterns that can reveal the app being used. Nevertheless, they only evaluated their approach on a small sample size of 13 apps and its performance on a larger dataset is unverified. Taylor et al. developed a real-time mobile app fingerprinting framework called AppScanner [72]. AppScanner uses supervised learning classifiers including Random Forest (RF) and Support Vector Machine (SVM) to identify Android apps from their HTTPS/TLS traffic. AppScanner is also highly scalable because it relies only on side-channel features such as the timing and size of packets, the destination IP addresses, and connection ports. AppScanner achieved over 99% accuracy when tested on 110 popular Android apps. Taylor et al. later extended AppScanner by improving its handling of common app traffic and its evaluation of the robustness of the generated app fingerprint [73]. They found that AppScanner was able to identify these 110 apps after six months with up to 96% accuracy and its performance is largely invariant across devices and app versions. As an improvement, Aceto et al. proposed a multi-classifier system to improve the performance of existing mobile app fingerprinting work [74]. They showed that the careful combination of multiple classifiers can provide over 9% boost in recall on the best base classifier. Recently, they presented a systematic framework to compare several deep learning-based mobile app fingerprinting approaches [75]. They concluded that these approaches have not yet reached a maturity level but deep learning-based solutions look promising.

2.3 Device fingerprinting

Device fingerprinting aims to generate a distinctive device signature, or device fingerprint, to identify a device. In general, a distinctive device fingerprint can be generated based on either its software or hardware components. These two categories are not exclusive. That is to say, a device fingerprinting technique can be both software- and hardware-based.

In this section we review existing studies on device fingerprinting. In particular, we first summarise traditional device identifiers in §2.3.1. Then, we discuss software- and hardware-based fingerprinting in §2.3.2 and §2.3.3, respectively.

2.3.1 Traditional device identifiers

Device fingerprinting is an important means for app developers and advertisers to track their users. Traditional fingerprint techniques usually adopt the following identifiers:

**IP address** IP address is one of the earliest identifiers used to fingerprint networked devices. However, the adoption of dynamic IP allocations and Network Address
Translation (NAT), particularly for home PCs and mobile devices, has greatly reduced the effectiveness of this approach.

**MAC address** App developers have also used the Media Access Control (MAC) address of embedded hardware modules, such as the Wi-Fi and Bluetooth network interfaces, to fingerprint users. Compared with the IP address, a MAC address is globally unique, does not change between networks and is difficult to change by users without replacing the hardware module, enabling straightforward identification of any device. Realising the privacy implications, devices have employed MAC address randomisation, a technique that rotates through random addresses to defeat device fingerprinting [76]. In addition, both Android and iOS would return a constant value of 02:00:00:00:00:00 when developers access a MAC address in recent versions.

**Cookie** Cookies are one of the most popular types of device identifiers to track users across websites. However, cookies are stored locally and can be changed by users at any time. In fact, many privacy-focused browsers, such as Safari and Brave, block all third-party cookies by default. Evercookie is a technique to improve the persistence of traditional cookies by exploiting multiple types of storage mechanisms to store and respawn cookies [77]. Nevertheless, a recent study shows that evercookie is no longer reliable in modern browsers and is not persistent in private browsing mode [78]. In addition, privacy laws such as the General Data Protection Regulation (GDPR) require websites to obtain explicit user permission before using non-essential cookies, which also decreased the usability of this approach.

**Advertising ID** An advertising ID is provided by both Android and iOS for ad-serving purposes. Even though the advertising ID is unique, it is user-resettable and its access can be limited. In addition, linking this identifier with any personally-identifiable information would violate the Google Play Developer Content Policy [79]. With iOS 14, iOS developers need to obtain explicit permission from users to allow access to this identifier [80].

**Other ID** There are a variety of other IDs in a smartphone that could be used to fingerprint devices. A study in 2011 showed that the IMEI (International Mobile Equipment Identity), IMSI (International Mobile Subscriber Identity) and ICC-ID (Integrated Circuit Card IDentifier) number were widely collected in mobile apps [81]. However, as mentioned in the Introduction, both Apple and Google have adopted stringent privacy policies to prevent developers from obtaining these unique IDs. Even though developers can still access the ANDROID_ID from an Android app, it cannot be used to track users across apps and there is no JavaScript API in the browser, preventing access by websites. In addition, many information flow tracking
systems, such as TaintDroid [59] and Panorama [82], can capture these malicious behaviours.

2.3.2 Software-based device fingerprinting

In general, device fingerprinting techniques can be either active or passive; we review existing research on device fingerprinting by this classification.

2.3.2.1 Passive fingerprinting

Passive device fingerprinting is the action of characterising a target device through its network traffic. It does not send any traffic to the device. Instead, it captures data silently and the data is later analysed to reveal patterns, such as the device’s software, operating system, or hardware components, to generate a unique fingerprint. Since passive fingerprinting only relies on network traffic, it is compatible with more devices, difficult to discover, and may be able to track users across different browsers.

Many existing passive fingerprinting studies focus on discovering the flaws of communication protocols. For example, Martin et al. found a severe flaw in Apple’s BLE (Bluetooth Low Energy) Continuity protocol that can be exploited to defeat BLE MAC address randomisation [83]. In addition, they demonstrated that the model and OS version of a device can be accurately inferred by observing Continuity messages. Similarly, Becker et al. developed an address-carryover algorithm that can track a device continuously despite MAC address randomisation [84]. In particular, the algorithm made use of a vulnerability in Windows 10, iOS, and macOS devices that exposes identifying tokens in the payload of BLE advertising messages. Sy et al. analysed the QUIC protocol for the purpose of user tracking [85]. They discovered several design flaws that allow an adversary who can observe QUIC traffic to track users across multiple sessions; popular browsers, such as Google Chrome, did not protect against such tracking.

A large number of passive fingerprinting techniques rely on machine learning to differentiate and track devices. For instance, Uluagac et al. applied ANNs (Artificial Neural Networks) to classify devices based on time-variant behaviour in traffic [86]. Neumann et al. evaluated several features extracted from network traffic and found that frame inter-arrival time is the most effective feature for device fingerprinting and it is correlated with hardware status and installed applications [87]. Stöber et al. proposed to exploit the characteristic background traffic of all installed apps (e.g., periodic update requests or server synchronisation) to identify a smartphone using SVM [88]. These approaches usually require a lot of computing resources and a large amount of data for training.
2.3.2.2 Active fingerprinting

Active fingerprinting techniques deploy embedded code to actively gather information about a device and use these characteristics to make a distinction between different devices. For example, operating system configurations such as the system version, user groups, and network and flash configurations, may vary between individual devices. A browser may also provide some distinctive information in terms of its user-agent, version, plugins, fonts, and other configurations. In 2010, Panopticlick conducted a large-scale user study to evaluate the efficacy of browser fingerprinting algorithms [89]. Using a rich set of device characteristics that are accessible from websites, they found that 83.6% of 470,161 browsers had unique browser fingerprints.

**Canvas fingerprinting** is a popular browser fingerprinting technique to identify visitors of a webpage by exploiting the HTML5 canvas element. It was first presented by Mowery and Shacham in 2012 [90]. They found that different systems are likely to produce different pixels when rendering the same text and WebGL scenes to an HTML5 canvas element. The difference is due to variations in software (e.g., browser and driver) and hardware (e.g., GPU) configurations. Because text and scenes can be invisible, adversaries can apply canvas fingerprinting to track users without their knowledge. Acar et al. conducted a large-scale analysis on the usage of canvas fingerprinting in 2014 and found that more than 5.5% of the top Top Alexa 100K sites included canvas fingerprinting scripts [91]. However, canvas fingerprinting cannot distinguish devices of the same make and model running the same software (e.g., iPhone 6 with iOS 11.3).

In addition to academic work, there are also industrial efforts dedicated to browser fingerprinting. For example, FingerprintJS\(^1\) is a popular browser fingerprinting library that combines information about a browser, including the user-agent, version, plugins, font, and canvas, to generate a fingerprint. These characteristics are unlikely to be globally unique, but it can be combined with other features from the browser and embedded hardware to increase precision. However, the generated fingerprint is often transient because users may adjust the configuration of their system and browsers at any time, and sometimes system and browser updates may also change the fingerprint. In addition, many browser providers have realised the risk of browser fingerprinting and deployed countermeasures to mitigate it. For example, Safari on macOS only exposes generic configuration information and default fonts since macOS Mojave [92]. Brave, by default, blocks many identifying parts of the Canvas, Web Audio, and WebGL APIs to protect against browser fingerprinting [93].

\(^1\)https://fingerprintjs.com
2.3.3 Hardware-based device fingerprinting

Hardware fingerprints are generally more persistent than their software counterparts because it is typically difficult to replace embedded hardware. Some embedded hardware, such as motion sensors, can be accessed by both JavaScript running in a web browser and by mobile apps installed on a smartphone and does not require any permission from users. In general, hardware imperfections are inevitable during manufacture, which implies the existence of fingerprints. A variety of hardware modules have been studied for the purpose of fingerprinting, including:

RF module A variety of RF (Radio Frequency) modules have been investigated over the years for the possibility of fingerprinting. Most of the existing work aims to uncover the identity of the source transmitter by analysing received signals [94]. For instance, studies have demonstrated the possibility of fingerprinting several components of a wireless transmitter, including the DAC (Digital-to-Analogue Converter) [95], power amplifier [96], and RF oscillator [97], because the imperfections in the manufacturing process brought small variations in some key parameters of these components. In general, RF signals can be analysed in either the waveform domain or the modulation domain to extract distinctive features [98]. The former is more complex while the later requires knowledge about the modulation scheme. In particular, Brik et al. proposed PARADIS, a technique that compares observed signals with the ideal outputs in the modulation domain, to identify transmitter-specific radiometric signatures of signals [98]. They applied PARADIS to make a distinction between over 130 identical NICs (Network Interface Cards) from captured IEEE 802.11 frames and achieved more than 99% accuracy. Most transmitter fingerprinting techniques only work if the configuration of the transmitter remains unchanged. Therefore, they are impractical for fingerprinting cognitive radio devices that can change bandwidth and other transmission configurations dynamically to make better use of available spectrum. To address this challenge, Andrews et al. devised a distance metric that is robust to configuration changes and proposed a transfer learning method to fingerprint cognitive radio devices using this metric [99]. Merchant et al. demonstrated that applying deep learning, particularly a deep CNN (Convolutional Neural Network), on frequency-corrected signal is an effective approach to fingerprint RF devices in cognitive radio networks [100]. Recently, Gopalakrishnan et al. proposed using CNNs with complex weights so that the same model can work across a diverse range of wireless protocols [101]. Nevertheless, fingerprinting RF modules requires the attacker to be in close proximity to the target device and often needs additional equipment. Thus, it may not be the ideal type of fingerprinting technique for identifying smartphones over networks.
Clock Clock skew, which is defined as the ratio between actual and nominal clock frequencies, is a popular feature used to identify remote devices. Kohno et al. observed that there is a discernible difference between the clock skew of different devices, even if they have the same model [102]. Then, they proposed a method to measure the clock skew using TCP and ICMP timestamps and demonstrated clock skew is independent of the network environment and is relatively consistent over time. A follow-up study by Murdoch et al. showed that temperature change has measurable, predictable impacts on the clock skew [103]. Since temperature is associated with CPU load, a malicious player can exploit clock skew to de-anonymise a Tor hidden service. Sharma et al. evaluated the stability of clock skew in a heterogeneous device network [104]. They concluded that the skew estimate is susceptible to the power state, capture duration, and NTP updates. Instead of using TCP or ICMP timestamps, Huang et al. proposed fingerprinting the clock by the temporal feature of Bluetooth frequency hopping [105]. Their evaluation suggests that the clock skew is a reliable fingerprint for Bluetooth devices and it cannot be easily forged without a customised baseband. Nakibly et al. suggested that the difference between the CPU and GPU clocks can also be used as a device fingerprint [106]. Although the GPU clock is not directly measurable via JavaScript, they showed that it can be estimated by rendering a complex 3D scene in an HTML5 canvas element. More recently, Sanchez-Rola et al. reported that a reliable clock-based fingerprint can be generated by timing the code execution on the target machine [107]. In particular, they made use of the pseudorandom generator APIs to construct the target function and implemented a prototype, CryptoFP, in both native language (C/C++) and in JavaScript. Their results suggest that CryptoFP can be used to differentiate between computers with identical hardware and software, albeit it is less effective when implemented in JavaScript due to limits in timing resolution.

Acoustic component Microphones and speakers are pervasive in modern smartphones. Clarkson showed that different loudspeakers typically have distinctive distortion, even when they are of the same make and model [108]. Based on this observation, he presented a method to verify the identity of individual loudspeakers by measuring sound distortion. However, his work failed to uncover idiosyncrasies in microphones. Following this work, Das et al. proposed exploiting the combined distortion from both speakers and microphones embedded in smartphones to generate a device fingerprint [109]. In particular, they used the embedded microphone to record audio clips played by the embedded speaker in a smartphone. Then, they analysed commonly used acoustic features extracted from recorded samples and found that Mel-Frequency Cepstral Coefficients (MFCCs) are most effective in fingerprinting smartphones. Their approach was able to achieve a perfect $F_1$ score when finger-
printing 15 handsets with the same make and model using either \(k\)-NN (\(k\)-Nearest Neighbours) or GMM (Gaussian Mixture Model) classifiers. Other classifiers such as maximum likelihood and random forest have also been explored in follow-up studies [110, 111]. Nevertheless, their approach is susceptible to background noises. To mitigate this issue, Zhou et al. proposed using a carefully crafted inaudible signal with special frequency patterns as the speaker input [112]. Instead of using machine learning to differentiate devices, they estimated the frequency response of speakers and analysed the cross-correlation between these responses as a fingerprint. Although their approach appears to be effective in the lab setting, the generated fingerprint changes over time with the wear of acoustic components. In addition, inaudible sound has the advantage of being stealthy. Arp et al. found ultrasonic beacons have been used in several commercial tracking technologies and deployed in stores in two European cities [113]. Similarly, Chen et al. exploited the frequency response of the embedded microphone and speaker pair to verify the identity of wireless devices [114]. Recently, Baldini et al. applied CNN classifiers to fingerprint the in-device microphone based on recordings of a single tone and showed it is more effective than traditional machine learning algorithms [115]. Nevertheless, accessing the microphone requires explicit user permission and thus it is less practical on smartphone platforms.

**Camera** A variety of camera artefacts have also been exploited to identify digital cameras. For example, Colour Filter Array (CFA) interpolation brings correlations across adjacent bit planes of images and can be exploited to identify the source camera brand of an image [116, 117]. Lens radial distortion is a common type of camera defect that makes straight lines appear to be curved on the camera sensor. Choi et al. proposed an algorithm to estimate the lens radial distortion from images to identify their source camera and achieved 91% accuracy in differentiating three cameras of different models [118]. Vignetting is another type of camera defect that manifests as a brightness reduction at the corners of an image. Bernacki et al. attempted to characterise the vignetting defect to detect a difference between camera brands and obtained 72% accuracy in recognising twelve smartphone brands [119].

The most prominent camera fingerprint in digital forensics is the Photo Response Non-Uniformity (PRNU) [120]. The PRNU is a result of manufacturing imperfections and inhomogeneity of silicon wafers. The original algorithm to estimate the PRNU was presented by Lukás et al. [121]. It has since been improved by a few further studies [122–124]. Although the PRNU itself is stable to environmental conditions and is likely to be globally unique, the exact value of the PRNU cannot be extracted and the quality of the estimated PRNU is highly dependent on the imaging processing used in the camera. Recently, Ba et al. proposed a protocol named ABC to authenticate
smartphones using the PRNU of their built-in camera [125]. According to their study, the PRNU estimated from one photo alone can identify the smartphone camera used to take the photo with high accuracy. However, their study only focuses on two device models with a single camera. It is unclear whether the image fusion process in modern multi-camera smartphones would degrade the performance. To prevent fingerprint forgery attacks, they later proposed a Camera in Motion (CIM) system that challenges users to move their device along a given route while taking burst photos of QR codes [126]. This design is based on the observation that there is a strong correlation between their estimated camera fingerprint and device motion. Deep learning has also been applied to identify the source camera from its images. Although this approach does not require manually finding and extracting distinctive camera features, it requires a large labelled dataset and is computationally expensive to train. In particular, Freire-Obregón et al. designed a CNN architecture to infer the camera sensor noise to identify the source camera [127]. Their approach successfully identified the device manufacturer and the exact camera with around 98% and 91% accuracy, respectively, in a dataset consisting of 3732 images taken from three smartphones of different brands. Nevertheless, accessing the camera or photos would require explicit permission from the user and thus it is less practical.

Motion sensor We discuss the related work on motion sensor fingerprinting in §5.1 to better compare with our work.

There are also fingerprinting techniques targeting other hardware modules. For example, canvas fingerprinting relies on the small variations between GPUs to make a distinction (§2.3.2.2). Olejnık et al. found the HTML5 Battery Status API can be exploited to uncover the battery capacity that can be used as a short-term device fingerprint [128]. The mouse wheel event has also been shown to leak information about the type of device used to scroll a webpage and certain characteristics of the device if it is a trackpad [129]. Our device fingerprinting work is orthogonal to these studies and the generated fingerprints can be combined to provide additional entropy. Nevertheless, to the best of our knowledge, our work is the first to fingerprint devices by their factory calibration parameters. This dissertation shows that the factory calibration matrix of motion sensors can be utilised as a reliable fingerprint for iOS devices and vulnerable Android devices. The concept of factory calibration fingerprinting is applicable to a wide range of sensors.

2.4 Locality-sensitive hashing

Locality-Sensitive Hashing (LSH) is an algorithm for quickly approximating the results of the nearest neighbour problem [130]. In other words, LSH aims to find the item in a
given set that is most similar to a given item. The most commonly used index to measure the similarity between items is *Jaccard similarity*. Assume that two items have a set of attributes (or elements) \(X\) and \(Y\), respectively. The Jaccard similarity of \(X\) and \(Y\) is defined below.

**Definition 2.1 (Jaccard Similarity).** The Jaccard similarity of sets \(X\) and \(Y\) is defined as:

\[
J(X, Y) = \frac{|X \cap Y|}{|X \cup Y|}
\]

In other words, the Jaccard similarity of two sets is the ratio of the size of their intersection to the size of their union. Although it is possible to find the exact nearest neighbour by calculating the similarity of every combination of items, this simple brute-force strategy is not scalable. In applications where finding the exact nearest neighbour is not always necessary, LSH provides a good approximation and is faster and more scalable. LSH has been widely used in the area of plagiarism detection [131], image search [132], and video fingerprinting [133].

In general, LSH hashes the input items multiple times in such a way that similar items will have a high probability of being hashed to the same value, or *bucket*, while the collision probability is low for inputs that are far apart. Therefore, to find an item in a given set that is most similar to a query item, instead of calculating the similarity of all the input item pairs, we only need to consider those item *candidates* that land in the same bucket as the query item. This drastically reduces the time to search in a large, high-dimensional dataset. However, LSH introduces both *false positives* and *false negatives*; false positives are those dissimilar items that become candidates while false negatives are those similar items that are excluded as candidates. Ideally we would want to reduce the number of both false positives and false negatives but that would increase time cost. Thus, LSH algorithms often allow users to tune the parameters used in LSH hash functions to favour one of these indexes based on the needs of their application.

By way of an example, Figure 2.1 presents the probability of an item becoming a candidate under different parameter settings when using the LSH algorithm described by Rajaraman and Ullman [131]. In practice, many LSH algorithms allow users to choose a threshold for the similarity index in such a way that the chance of items become candidates is high for those that meet the threshold and low for those that do not [134]. This is normally implemented by adjusting the parameters (e.g., \(b\) and \(r\) in Figure 2.1).
Figure 2.1: Probability of an item becoming a candidate under different parameters

2.4.1 LSH for containment

LSH can also be used for similarity indexes other than Jaccard similarity. In this dissertation we are interested in a particular type of similarity index called the containment similarity. The definition of containment similarity is given below.

**Definition 2.2** (Containment Similarity). The containment similarity of $X$ in $Y$ is defined as:

$$C(X, Y) = \frac{|X \cap Y|}{|X|}$$

**Example 2.1.** Suppose we have two sets $X$ and $Y$ as shown in Figure 2.2. The black dots in Figure 2.2 represent set elements. In particular, there are five elements in $X$ and seven elements in $Y$. Four elements exist in both sets and a total of eight elements that appear in the union of $X$ and $Y$. Therefore, the Jaccard similarity of $X$ and $Y$ is $J(X, Y) = 1/2$. In addition, we can calculate the containment similarity of $X$ in $Y$ as $C(X, Y) = 4/5$ and the containment similarity of $Y$ in $X$ is $C(Y, X) = 4/7$.

The containment similarity index is a good fit for library fingerprinting. Suppose an app class $A$ is produced from a library class $L$ and we have obtained a feature set $X$ for $A$ and a feature set $Y$ for $L$. Ostensibly, sets $X$ and $Y$ should be the same since $A$ is generated from $L$. However, Android projects often use code optimisers, such as ProGuard,
to eliminate unused code and apply code obfuscation. If features in both $X$ and $Y$ are obfuscation-resistant, then $X$ should be a subset of $Y$, in which case the containment similarity of $X$ in $Y$ is $C(X,Y) = 1$. By comparison, the Jaccard similarity of $X$ and $Y$ will depend on the intensity of code shrinking. Therefore, we can utilise LSH with the containment similarity index to filter out candidates in an app class set for a library class.

In particular, Zhu et al. have developed an efficient LSH algorithm for the containment similarity called LSH Ensemble [134]. In this dissertation we use LSH Ensemble to support our library fingerprinting work; more details are described in Chapter 5.

### 2.5 Integer programming

An integer program, or linear integer program, aims to minimise or maximise a linear objective function in which some or all of the variables are restricted to be integers [135]. It often includes equality, inequality, bound, and integer constraints. The canonical form of integer programming can be expressed as:

\[
\begin{align*}
\text{maximise} & \quad \sum_{j=1}^{n} c_j x_j \\
\text{subject to} & \quad \sum_{j=1}^{n} a_{ij} x_j \leq b_i \quad (i = 1, 2, \ldots, m), \\
& \quad x_j \geq 0 \quad (j = 1, 2, \ldots, n), \\
& \quad x_j \text{ is an integer} \quad \text{(for some or all } j = 1, 2, \ldots, n) \n\end{align*}
\]

Based on this canonical form, equality and bound constraints can be constructed. For example, we can use the inequality constraints $x_j \geq d$ and $x_j \leq d$ to construct the equality constraint $x_j = d$. Similarly, we can construct the bound constraint $l \leq x_j \leq u$ using two inequality constraints.

Depending on the values the decision variables $x$ can take, some subcategories of the integer programming problem are defined:
**Pure integer program** A pure integer program is an integer program in which all decision variables are integers.

**Mixed integer program** A mixed integer program is an integer program in which some, but not all, decision variables are integers.

**Binary integer program** A binary integer program, or 0–1 integer program, is an integer program in which all decision variables are binary variables.

In this dissertation we are interested in Binary Integer Programming (BIP) models to express the binary decision about whether a library is used in an app; more details can be found in Chapter 3. Although BIP is one of the Karp’s 21 NP-complete problems, a number of sophisticated techniques have been developed in recent years to speed up finding solutions, including:

**Branch and bound** The solutions of an integer programming problem can be represented as a tree structure. For example, Figure 2.3 shows the tree structure of all solutions of a BIP problem with three variables. The branch and bound algorithm avoids traversing the entire tree by exploring only branches that may produce a better solution than the best one found so far (branching). This is achieved by estimating the bounds on the best value that can be acquired by adding a node (bounding) [136].

**Presolve** Presolve is a collection of preprocessing techniques to reduce the size of feasible solutions of an integer programming problem. It is often applied before the branch and bound algorithm and typically involves fixing variables, removing redundant constraints, and minimising zero-one inequalities [137].

**Cutting planes** Cutting planes is a technique to reduce the search space by adding additional linear inequality constraints (cuts). It works by solving the linear relaxation of a given integer program, which is solvable in polynomial time, and iteratively modifying linear programming solutions until an integer solution is found [138].

**Heuristics** Integer programming heuristics aim to find a good feasible solution in a relatively fast time. However, it does not guarantee to solve a problem with provable optimality. Examples of these heuristics based on branch and bound algorithms include: stopping with a guarantee of closeness to optimality, beam search, and depth-first search to first incumbent [139].

We do not elaborate on these techniques here as this dissertation does not try to improve current theory in solving integer programming problems, but to build an application utilising existing solutions. In a modern integer programming solver, such as Gurobi\(^2\) and

---

\(^2\)https://www.gurobi.com/
Optimization Toolbox\textsuperscript{3}, a combination of these techniques is often used to achieve better performance.

2.6 Simulated annealing

Simulated annealing is a stochastic approach to approximate the global optimum of a given function. It is most useful in the presence of large numbers of local optima \cite{140}. Simulated annealing algorithms are inspired by the physical annealing procedure. In condensed matter physics, annealing denotes a physical process in which a metal is heated up to an annealing temperature and then slowly cooled down according to a specific schedule to decrease defects. Simulated annealing algorithms mimic this physical mechanism by temporarily accepting a worse solution with a specific probability. Thus, it allows the algorithm to escape from a local optimum.

Generally, a simulated annealing algorithm works as follows:

1. Select a starting temperature $T_0$ and a starting point $x_0$. The starting point $x_0$ is also the best solution known at the start (i.e., $x_*$ = $x_0$).

2. Sample a new neighbour point $x_t$. The point $x_t$ is typically generated by applying a perturbation on the current best solution $x_*$.

3. Decide whether to accept or reject $x_t$ with a certain probability. The acceptance criterion $P(x_*, x_t, T)$ depends on the current temperature and the difference in objective between the previous and new solution. If the algorithm decides to accept $x_t$, the best solution $x_*$ will be updated to $x_t$.

4. Finish the algorithm if the termination conditions are satisfied and output $x_*$ as

\textsuperscript{3}https://www.mathworks.com/products/optimization.html
the final ‘optimal’ solution. Otherwise, decrease the temperature $T$ according to a cooling scheme and jump back to (2).

A commonly used acceptance criterion is based on the Metropolis algorithm [141]. In particular, it is defined as follows:

$$P(x_*, x_t, T) = \begin{cases} 1, & \text{if } f(x_t) \geq f(x_*) \\ e^{\frac{f(x_*) - f(x_t)}{T}}, & \text{otherwise} \end{cases}$$

where $f(\cdot)$ is the objective function and $P(x_*, x_t, T)$ gives the probability of accepting $x_t$.

It is clear from this acceptance criterion that the algorithm always accepts the neighbour point $x_t$ if it provides a better or equal objective than $x_*$. Otherwise, it chooses to accept $x_t$ with a probability of $e^{\frac{f(x_*) - f(x_t)}{T}}$ to avoid being trapped in local optima. Note that as the temperature $T$ goes lower, it is less likely for $x_t$ to be accepted if it has a worse objective than $x_*$. In other words, the algorithm reduces the extent of its search to converge to an optimum as the temperature decreases.

In this dissertation we apply simulated annealing to attack Apple’s fix of the factory calibration fingerprinting vulnerability. More details are described in §5.6.

### 2.7 Summary

This chapter summarised the background required for the rest of the dissertation and highlighted the relevant related work. There are three types of fingerprinting on mobile devices based on the target: fingerprinting the user, fingerprinting the software, and fingerprinting the hardware. This chapter looked broadly at all three types of fingerprinting.

First, we gave an introduction to biometric fingerprinting. We showed that there are a variety of physiological and behavioural traits that can be used to fingerprint users. Although biometric fingerprints offer great convenience to mobile users, they have raised concerns with regard to user privacy. Biometric fingerprinting is a widely known concept and its introduction can help to better understand its software and hardware counterparts.

We then discussed the topics of this dissertation: library fingerprinting to identify third-party software libraries, and device fingerprinting, to identify devices by their software and hardware components. We summarised existing studies on both topics and showed that current solutions failed to generate obfuscation-resilient library fingerprints and time-invariant device fingerprints in practical settings. Our work fills this gap and in doing so helps to improve platform security and protect user privacy.

The remainder of the chapter summarised a few key techniques used later in this dissertation. Specifically, we gave a brief introduction to integer programming and LSH that we use in Chapter 3 to formulate the library fingerprinting problem and accelerate our
algorithm. In addition, we described the general steps of a simulated annealing algorithm to support our device fingerprinting analysis.
In this chapter we present a novel third-party Android library fingerprinting tool, LibID, that can reliably identify the library version used in Android apps given the library and app binaries. LibID is resilient to common code obfuscation techniques, including identifier renaming, code shrinking, control-flow randomisation, and package modification.

This chapter describes the design and evaluation of LibID. First, we summarise well-related studies on library fingerprinting in §3.1. Then, we give details about the design of LibID. We start by building library and app profiles directly from their binaries by fingerprinting obfuscation-resilient features. Based on these profiles, we match library classes with app classes. In particular, we formulate the constraints between matched classes and construct novel Binary Integer Programming (BIP) models to find the optimal match pairs that satisfy these constraints. LibID also leverages a special Locality-Sensitive Hashing (LSH) technique to improve its efficiency and scalability by avoiding full pair-wise feature comparisons. In terms of computation complexity, we design two schemes for LibID: LibID-S (§3.2.1) and LibID-A (§3.2.2), with a focus on scalability and accuracy, respectively. In addition, we develop a systematic approach to generate synthetic apps with different versions of libraries (§3.3.1). We use generated apps as the ground truth to tune the detection thresholds of LibID and tentatively compare the results with several state-of-the-art library detectors. Furthermore, we apply all library detectors to open source apps on F-Droid and benchmark their performance (§3.3.2). We also conduct a large-scale study on popular Google Play apps and identify a high proportion of popular apps using vulnerable libraries (§3.3.3). Finally, we discuss the limitations in §3.4 and conclude this chapter in §3.5.

Contributions. We make the following academic contributions in this chapter:
1. We use recent software engineering methods, such as *LSH Ensemble*, to design and implement a state-of-the-art third-party library fingerprinting system for Android.

2. We are the first to formulate library matching constraints and convert library fingerprinting into a BIP problem.

3. We propose a method of generating synthetic apps, where the ground truth is known, in order to empirically determine appropriate detection thresholds.

4. We show *LibID* achieves higher $F_1$ score than other state-of-the-art methods both when no obfuscator is used and when ProGuard/Allatori/DashO is used.

5. We show that *LibID* successfully detects vulnerable versions of the *OKHttp* library in nearly 10% of popular Google Play apps; *LibScout* only finds 7.5%.

6. We make all source code written by us available for other researchers.\(^1\)

### 3.1 Related work

The high prevalence of third-party libraries in Android apps has been an obstacle to app clone detection research for many years. Most of the existing studies employed naive whitelisting techniques to identify and exclude common libraries before analysis, either by comparing package names [142, 143] or the hash value of known libraries [144]. However, these approaches can miss many less-popular libraries, and the lack of granularity makes them incapable of detecting obfuscated libraries. More advanced work filters libraries by clustering. WuKong [6] chose the frequency of Android API calls as the feature to identify libraries by clustering. Andarwin [145] grouped similar *semantic blocks* from the Program Dependence Graph (PDG) to detect library and applied LSH techniques to accelerate the clustering process. LibDetect [146] identified and removed in-app library classes from an app using fuzzy hashing to increase the accuracy of app clone detection.

Grace et al. and Book et al. studied the presence and behavior of advertising libraries using a whitelist [147, 148]. Li et al. harvested 1,113 common libraries from 1.5 million Google Play apps by comparing the name of in-app methods and packages [149]. LibRadar [9] implemented and improved WuKong by providing an online detection platform and designing a better cluster algorithm. LibD [10] detected and classified library candidates based on dependencies between methods and packages. LibSift [150] performed library detection by comparing the primary components of the PDG. In addition, machine learning techniques have been applied to detect third-party libraries [151, 152]. Nevertheless, these proposals rely on the package hierarchies and can neither pinpoint library version nor handle popular obfuscation techniques such as code shrinking.

\(^1\)https://github.com/ucam-cl-dtg/LibID
MobScanner [153] used weighted features to identify in-app library versions. However, it relies on string constants and is unreliable when intensive code shrinking is applied. Similar to LibID, LibScout [12] built library profiles from pre-collected library binaries. LibScout used a fuzzy descriptor to generate a method signature, and further obtain a class signature using the hash of in-class methods. Then, LibScout calculates the similarity of class signatures between a candidate package and a known library package to determine whether they are a match. Although LibScout is resilient against identifier renaming operations, it performs poorly if either dead-code elimination or class repackaging is enabled. OSSPolice [56] was designed to identify license violations. It extracted more features (e.g., string constants) from library binaries to better pinpoint library versions. Nevertheless, OSSPolice is only resilient to simple obfuscation techniques such as identifier renaming. Ordol [154] is another tool that can detect the library version in Android binaries. It assigned a weight to every method and class based on the number of instructions and tried to find the maximum weight bipartite matchings. Although it does not rely on any hierarchy information, Ordol requires pair-wise comparison and its threat model does not include code shrinking and package modifications.

Recently, LibPecker [155] utilized the class dependencies to perform obfuscation-resilient library matchings. Instead of matching the dependency graph, they encoded the graph into a set of fuzzy class signatures and calculate the Jaccard similarity between the library and app signatures to decide whether two classes are a match. Nevertheless, LibPecker relies on the package hierarchy and cannot handle drastic code shrinking. Orlis [13] was also designed to be resilient to code shrinking and class repackaging. The authors have shown that Orlis outperformed LibDetect when identifying obfuscated in-app library classes. However, as shown in §3.3, Orlis is not designed to detect specific library versions.

3.2 LibID design

The aim of LibID is to reliably identify third-party libraries from Android binaries against popular obfuscation techniques, which often requires fine-grained analysis that is time-consuming. To improve the usability of LibID, we introduce two library fingerprinting schemes: LibID-S (§3.2.1) and LibID-A (§3.2.2), which focus on scalability and accuracy, respectively.

The workflow of LibID is illustrated in Figure 3.1. It consists of two major steps: fingerprinting and matching. In particular, LibID first generates a profile for every library and app binary via fingerprinting obfuscation-resilient features. Then, these profiles are compared using a matching process. The output of the matching process allows LibID to report the confidence of any given library appearing in any given app. If there is a match, LibID additionally reports the in-app package names of all matching libraries in an app,
which enables researchers to quickly find the library code in the app.

3.2.1 Scalability-focused design (LibID-S)

In this section we describe the design of our scalability-focused library fingerprinting tool, LibID-S. In particular, we first present our novel approach to generate both library and app profiles in §3.2.1.1. Then, we introduce our matching algorithm to decide whether a library is used in an app (§3.2.1.2). Last but not least, we summarise the pros and cons of LibID-S in §3.2.1.3.

3.2.1.1 Fingerprinting

As shown in Figure 3.1, the fingerprinting step can be divided into three stages. We do not differentiate the fingerprinting of apps and libraries here because they use the same techniques. In particular, LibID-S first constructs the Control Flow Graph (CFG) from a library binary and extracts all basic blocks from it. Then, LibID-S builds a collection of basic block signatures that are invariant to identifier renaming, code shrinking, control flow randomisation, and package modification techniques. The challenge is to do this while preserving as much information about the original code as possible. In this chapter, we use the features and grammar presented in Table 3.1 to build a textual representation of the basic block signature, which records, in order, all field-related operations (read or write), method calls, the existence of strings inside each block, etc. If there are multiple field or method instructions in a basic block, there will be an abbreviation for each instruction in the signature. For example, if there are two field reads in a basic block, we will record two instances of F0. The basic block signature also includes the name of called methods if they are from the Android Software Development Kit (SDK).

Furthermore, we associate the class features with each basic block signature by prefixing the basic block signature with four new components as shown in Figure 3.2. We elaborate on these appended fields below.
### Table 3.1: Grammar for the basic block signature

<table>
<thead>
<tr>
<th>Instruction Type</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Block</td>
<td>B</td>
</tr>
<tr>
<td>Field</td>
<td>F0</td>
</tr>
<tr>
<td>Write</td>
<td>F1</td>
</tr>
<tr>
<td>Method Call</td>
<td>M0</td>
</tr>
<tr>
<td>Other</td>
<td>M1</td>
</tr>
<tr>
<td>String</td>
<td>S</td>
</tr>
<tr>
<td>If</td>
<td>I</td>
</tr>
<tr>
<td>Return</td>
<td>R</td>
</tr>
<tr>
<td>Goto</td>
<td>G</td>
</tr>
</tbody>
</table>

**Class access flag** This field keeps the native Java access flag of the class since obfuscators typically do not change these class access flags.

**Superclass name** This field records the name of the superclass if the current class is extended from a superclass in the Android SDK. Otherwise, this field is [X].

**Class interfaces** This field only records class interfaces that are from the Android SDK. If there are multiple qualified interfaces, a separator | will be inserted in this field to separate them. This field is [] if the class does not implement any class from the Android SDK.

**Method descriptor** We use the same format as LibScout [12] and OSSPolice [56] to profile class methods. Each method parameter is represented by its type in Dalvik and non-framework types will be replaced with a placeholder X.

This augmented basic block signature represents a feature of the class, and thus we call it a *class signature*; a class typically has a set of class signatures. An example of a class signature is given in Figure 3.2. Then, each Android app or library can be characterised by a *class signature dictionary*, where the key is the name of its member class and the value is the set of class signatures of that class.

### 3.2.1.2 Matching

After generating both app and library profiles, LibID-S compares their similarity and calculates the confidence of the library being used in the app. We refer to this procedure as the *matching* process. As shown in Figure 3.1, the *matching* process can be broken down into the following three steps: *class matching, dependency matching* and *library matching*. 
Class matching. This stage aims to find the candidate matches between library and app classes. An intuitive way to achieve our goal is to check whether these classes have the same signatures. However, code obfuscators, such as ProGuard, can remove unused basic blocks from the original class or even delete the whole class. This process is called code shrinking or dead-code elimination. Thus, an obfuscated library class may have various signatures in different apps. In this regard, instead of looking for the same class signature sets, we define the class signature containment index as follows to quantify the similarity between two classes.

Definition 3.1 (Class Signature Containment). For two classes \( c_1 \) and \( c_2 \), whose signature set is \( s_1 \) and \( s_2 \), respectively, the class signature containment of \( c_1 \) in \( c_2 \) is defined as:

\[
S_C(c_1, c_2) = \frac{|s_1 \cap s_2|}{|s_1|}
\]  

(3.1)

In LibID, library profiles are extracted directly from their binaries, and thus they contain a complete set of library class signatures. However, an in-app version of a library class may contain only a small subset of signatures due to code shrinking applied by code obfuscators. LibID-S only considers an app class \( c_a \) as a candidate match to a library class \( c_l \) if \( S_C(c_a, c_l) \) is equal to 1, since code shrinking does not change this index.

This containment index has been used to detect piggybacking apps [145, 156]. However, it requires pair-wise comparison which is time-consuming. Locality-Sensitive Hashing (LSH) provides an efficient solution to this problem [157]. It pre-processes the dataset by creating signature hashes such that similar items have a higher chance of sharing the same hash. Here, LibID applies a special LSH index technique named LSH Ensemble [134], which supports the containment query, to speed up the matching process.

Dependency matching. The dependency matching stage aims to find the true match pairs from the candidates. Based on Definition 3.1, it is likely that a single class in an app is matched to multiple candidate library classes, or vice versa. This is problematic since
each library class can produce at most one matching in-app class, and vice versa. By way of an example, the classes `L1.class` and `L2.class` in Figure 3.3 cannot both be matched to `A1.class`. In fact, there can be at most two true matching pairs in Figure 3.3.

In general, suppose there are $m$ library classes $C_L$ that have candidate matches in the app and $n$ app classes $C_A$ that have candidate matches in the library. Then, we can generate a candidate match matrix $R \in \{0,1\}^{m \times n}$, where $R_{cl,ca} = 1$ if and only if $cl \in C_L$ and $ca \in C_A$ are a candidate match. A true class match matrix $C \in \{0,1\}^{m \times n}$ ensures a unique match between library and app classes should have the following uniqueness constraints:

$$
C_{cl,ca} \leq R_{cl,ca}, \quad \forall cl \in C_L, ca \in C_A
$$

$$
\sum_{ca \in C_A} C_{cl,ca} \leq 1, \quad \forall cl \in C_L
$$

$$
\sum_{cl \in C_L} C_{cl,ca} \leq 1, \quad \forall a_i \in C_A
$$

(3.2)

Or in words, there should be at most one non-zero value in each row and column in $C$ and $C$ is a subset of $R$.

In Android apps and libraries, each package may include a set of classes and several sub-packages. In most instances, obfuscators do not change the internal package structures. Therefore, LibID-S by default will only match an app class with a library class if they are at the same level in the matching package. For example, in Figure 3.4, suppose each library class is a candidate match to an app class. Here, we use the superscript $*$ to denote candidate match pairs (e.g., `a.class` is a candidate match to `a*.class`). If we want to check whether the library package `Okio` and app package `a` is a match, then the match pair (`Okio/o.class`, `a/o*.class`) is valid while (`Okio/a.class`, `a/b/a*.class`) is
invalid because classes in the latter pair are at a different level to the matching package. However, if we are comparing package Okio with sub-package b in Figure 3.4 (a), then the pair (Okio/a.class, b/a*.class) is valid because both a.class and a*.class are directly under the matching package.

To make sure the matched class pairs are valid, we need some additional constraints. Suppose there are \( m_p \) library packages \( P_L \) and \( n_p \) app packages \( P_A \) that contain matched classes or their sub-packages contain matched classes. For example, if \( C_L \) consists of two classes (a/b/x.class and a/c/y.class), then \( P_L \) would have three elements (a/b, a/c, a). Let \( P \in \{0, 1\}^{m_p \times n_p} \) be the true package match matrix, then the hierarchical relation between classes can be ensured by the following hierarchy constraints:

\[
P_{p_l, p_a} \leq P_{\text{parent}(p_l), \text{parent}(p_a)}, \quad \forall p_l \in P_L, p_a \in P_A \quad (3.3a)
\]
\[ \sum_{p_a \in P_A} P_{p_l, p_a} \leq 1, \ \forall p_l \in P_L \quad (3.3b) \]

\[ \sum_{p_l \in P_L} P_{p_l, p_a} \leq 1, \ \forall p_a \in P_A \quad (3.3c) \]

\[ C_{c_l, c_a} \leq P_{\text{package}(c_l), \text{package}(c_a)}, \ \forall c_l \in C_L, c_a \in C_A \quad (3.3d) \]

Constraint 3.3a ensures the app and library packages can only be a match if their parent package also matches. In particular, if a matching package is already a top-level package (no parent package), this constraint will be ignored. Constraint 3.3b and 3.3c make sure each library package can only be matched to at most one app package. Constraint 3.3d ensures that classes can only be matched if their packages match. Collectively, these hierarchy constraints guarantee that matched class pairs have the same hierarchy.

The objective of LibID-S is to find the maximum number of matched class pairs, which can be formulated to the following Binary Integer Programming (BIP) problem:

\[
\text{maximise} \quad \sum_{c_l \in C_L, c_a \in C_A} C_{c_l, c_a} \\
\text{subject to} \quad \text{Constraint 3.2 and 3.3}
\]

BIP problems have been extensively studied for decades and there are several sophisticated software packages available to help find solutions (§2.5).

Previous work has shown that 21% of apps using ProGuard have applied package modification operations, which includes package flattening and class repackaging [11]. If package flattening is enabled, rule-specified packages will be put into a single parent package, but the structure of the package will be preserved. Notably, we do not require the hierarchy of packages to be the same. For instance, it is possible to have a match between package Okio and a/b in Figure 3.4 (a). Therefore, LibID-S is robust to package flattening and package renaming tools that could change the hierarchy of root packages but not internal package structures.

By contrast, if class repackaging is applied, rule-specified classes will be moved to a single parent package, and thus the class hierarchies in the original package will no longer be preserved. An example is given in Figure 3.4 (b), where all classes in the library have been repackaged to package a in the app. If we still use Constraint 3.3, then many true class matches would be missed. To address this problem, we create a Class Repackaging Detection (CRD) mode. When LibID-S runs in the CRD mode, every app package that does not have sub-packages could be the parent package of repackaged classes. Let \( P'_A \) be the collection of these app packages, then LibID-S has the following hierarchy constraints
when the CRD mode is on:

\[
\sum_{p_a \in P_A} p_{p_1, p_a} \leq 1, \quad \forall p_1 \in P_L
\]

\[
P_{p_1, p_a} = p_{p_2, p_a}, \quad \forall p_1, p_2 \in P_L, p_a \in P_A
\]

\[
C_{c_1, c_a} \leq P_{\text{package}(c_1), \text{package}(c_a)}, \quad \forall c_1 \in C_L, c_a \in C_A
\]

(3.4)

Or in words, all library packages could only be matched to a single app package that does not contain a sub-package. For example, in Figure 3.4 (b), app package a could a candidate match to the library package okhttp3. Therefore, LibID-S is able to deal with class repackaging techniques if code shrinking is not applied at the same time.

**Library matching.** To pinpoint the third-party in-app library versions, an intuitive solution is to check the proportion of library classes that are present in the app. However, some classes may have no viable signature, which we call unproductive classes. An example of an unproductive class is a class that contains only abstract methods (i.e., no basic block). Unproductive classes contribute little to the uniqueness of the library and will never be matched to other classes. Therefore, we exclude them from the proportion calculation.

Nevertheless, this evaluation index is not robust against code shrinking. As a fix, we also consider the proportion of matched classes in the matched app package and define the library match index as follows:

**Definition 3.2 (Library Match Index).** Suppose the root package \( P_L \) of library \( L \) is matched to a package \( P_A \) in app \( A \), and there are \( N_C \) true class match pairs between \( L \) and \( A \), then the library match index of \( L \) in \( A \) is:

\[
M(L, A) = \frac{N_C}{\min(N_{PL}, N_{PA})}
\]

Where \( N_{PL} \) and \( N_{PA} \) are the number of productive classes in \( P_L \) and \( P_A \), respectively.

The library match index is suitable for quantifying the confidence of the presence of a library in an app. On the one hand, apps may use several libraries that share the same root package. In this case, \( N_C/N_{PA} \) can be pretty low even if the library is used by the app. On the other hand, if code shrinking is applied, then \( N_C/N_{PL} \) could be very low but \( N_C/N_{PA} \) would remain high. In both cases, \( M(L, A) \) can still retain a high value. Therefore, we can decide whether app \( A \) uses library \( L \) using two thresholds:

\[
M(L, A) > \Gamma_1 \quad \text{and} \quad \frac{N_C}{N_{PL}} > \Gamma_2
\]

(3.5)

The threshold \( \Gamma_2 \) ensures there is enough information about the library for us to make a meaningful decision. In most cases, \( M(L, A) \) should be close to 100% if app \( A \) uses
library $L$. Although LSH will inevitably introduce false negatives and false positives, the relation constraints can help to reduce false alarms during the matching process. However, $M(L, A)$ can still be a small value if both class repackaging and code shrinking are applied. In this case, we can adjust the value of $\Gamma_1$ to balance between the detection of libraries and introducing false positives.

Since library updates typically modify only a small fraction of the code, there are likely multiple library versions that satisfy Constraint 3.5. To pinpoint the library version, LibID-S only keeps the library version(s) that produces the highest library match index.

### 3.2.1.3 Summary

LibID-S only relies on features that are consistent under code shrinking, control flow randomisation, and package modification. The use of the LSH Ensemble greatly reduces the matching time by avoiding pair-wise comparison between classes and all calculations in LibID-S are relatively light-weight. Therefore, LibID-S is a suitable tool when computing resources are limited. Nevertheless, although we have considered the uniqueness and hierarchy constraints during the matching process, this coarse-grained analysis can still result in false matches between classes. In addition, if multiple libraries share the same root package in the app and each library only has a few classes remained in the app, LibID-S may not be able to identify these libraries.

### 3.2.2 Accuracy-focused design (LibID-A)

Because LibID-S only considers coarse-grained features, it may not be suitable for applications that favour accuracy over scalability. In this section we present an extended design, LibID-A, to address this problem. Similar to LibID-S, the workflow of LibID-A consists of fingerprinting and matching steps.

#### 3.2.2.1 Fingerprinting

On the basis of LibID-S, LibID-A employs finer-grained features (invocation, interface, and inheritance dependencies) during the library fingerprinting process, which enables it to not only find library matches for each app more precisely but also pinpoint class match pairs with higher accuracy. Overall, LibID-S does not make use of the information about dependencies between different classes, which may result in incorrect matching. To address this problem, LibID-A further records the following additional information:

**Method calls** If a method callee is obfuscatable, LibID-A will record the name of the called class and method under the key of the caller class in the invocation dictionary.
Class inheritance. If a superclass is obfuscatable, LibID-A will record the name of the superclass under the key of the current class in the inheritance dictionary.

Class interfaces. If a class interface is obfuscatable, LibID-A will record the name of the interface under the key of the current class in the interface dictionary.

Notably, we only keep records of the above information if the relating entities are obfuscatable (i.e., not from the Android SDK). Otherwise, they should have already been integrated into class signatures. Then, LibID-A builds dependency graphs based on the invocation, inheritance, and interface dictionaries. Here, we define a dependency graph as an undirected graph, where each node corresponds to a class and each edge represents an invocation, inheritance or interface dependency between two classes. Note that, these dictionaries are only used to construct the dependency graph. No static identifiers (e.g., method and class names) are utilised for string matching as they can easily be changed by identifier renaming.

3.2.2.2 Matching

The matching process in LibID-A also includes three major phases: class matching, dependency matching, and library matching.

Class matching. This process is the same as the class matching step in LibID-S. We use the class containment similarity index (see Definition 3.1) to find all candidate class matches while applying LSH Ensemble to speed up the matching process.

Dependency matching. Apart from considering the uniqueness and hierarchy constraints as in LibID-S, LibID-A also includes the following constraints:

Invocation constraints. For any two app classes \((c^1_a, c^2_a) \in C_A\), if \(c^1_a\) invokes a method in \(c^2_a\) with a formatted method descriptor of \(d\), and their true class match in the library is \(c^1_l\) and \(c^2_l\), respectively, then there must be a method call from \(c^1_l\) to \(c^2_l\) whose descriptor is also \(d\). It is not necessarily true the other way around.

Inheritance constraints. For any two app classes \((c^1_a, c^2_a) \in C_A\), if \(c^1_a\) is the superclass of \(c^2_a\), and their true class match in the library is \(c^1_l\) and \(c^2_l\), respectively, then \(c^1_l\) must also be the superclass of \(c^2_l\), and vice versa.

Interface constraints. For any two app classes \((c^1_a, c^2_a) \in C_A\), if \(c^1_a\) is an interface of \(c^2_a\), and their true class match in the library is \(c^1_l\) and \(c^2_l\), respectively, then \(c^1_l\) must also be an interface of \(c^2_l\). It is not necessarily true the other way around.
The formulation of these constraints are very similar to LibID-S, and thus we do not reiterate them here. Notably, the invocation and interface constraints do not work the other way around. The reason is that both method calls and class interfaces can be deleted during code obfuscation, but the superclass is always kept if the child class exists. LibID-A also has a CRD mode, which replaces the default hierarchy constraints with Constraint 3.4 while keeping other constraints the same.

The objective of LibID-A can be formulated as follows:

\[
\text{maximize} \sum_{c_l \in C_L, c_a \in C_A} C_{c_l, c_a} + w \sum_{c_1^a, c_2^a \in C_A} (V + H + T)_{c_1^a, c_2^a}
\]

subject to uniqueness, hierarchy, invocation, inheritance, and interface constraints

where \( V, H, T \in \{0, 1\}^{n \times n} \) are the invocation, inheritance, and interface matrices. Their element is 1 if and only if there is corresponding dependency between \( c_1^a \) and \( c_2^a \). The weighted parameter \( w \) should be small enough (e.g., 0.0001). In other words, LibID-A aims to find the optimal solution that has the largest number of class match pairs. If there are multiple solutions, it selects the one with the largest number of dependency matches.

**Library matching.** To reliably detect libraries when both class repackaging and shrinking are applied, LibID-A utilises the dependency graph to perform better library matching.

**Relation pruning** Although class repackaging can move classes from different packages into a single package, the dependency graphs stay the same. By way of an example, the dependency graph of the Okio library version 1.7.0 is shown in Figure 3.5. Therefore, we should only consider classes in the app package that are reachable from any matched classes. In other words, an app class needs to be in the same connected component with any matched class in the dependency graphs in order to be considered. We name this process relation pruning.

**Ghost hunting** Library classes may invoke methods from classes that exist in another library under the same package name. This is most common when libraries are developed by the same company. For instance, the Leakcanary library calls methods from the Leakcanary-Watcher library. In addition, they share the same root package com/squareup/leakcanary. In this case, we cannot eliminate the interference of other libraries through relation pruning. Instead, for each library class, if it depends on another class that is not in the library and not from Android SDK, we will record this connection and refer to the connected class as a ghost class. For each ghost class, we find its matched app class by dependency matching and remove it from the dependency graphs. We call this process ghost hunting.

For each library and app match pair, we first implement ghost hunting to eliminate the
distraction of ghost classes and then apply relation pruning to avoid the interference of classes that are not from the library but in the same app package. Let $N_{CP}^A$ be the number of qualified app classes, then the definition of library match index for LibID-A can be updated to:

$$M(L, A) = \frac{N_C}{\min(N_{PL}, N_{PA}^C)}$$

(3.6)

Where notations have the same meaning as in Definition 3.2. If class matching is accurate, $M(L, A)$ should be the same after applying class repackaging or when other classes are inside the same package. Similar to LibID-S, we can use the Constraint 3.5 to decide if library $L$ is used in app $A$.

3.2.2.3 Summary

Overall, LibID-A has enhanced the capabilities of LibID-S. By introducing finer-grained constraints, LibID-A provides higher accuracy in terms of class-level matching, which further enables LibID-A to pinpoint the version of libraries with better accuracy. In addition, LibID-A utilises the dependency graphs to separate different library classes, which enables it to better deal with class repackaging and the interference of shared-package
libraries. The adoption of finer-grained features will inevitably slow down the execution of LibID-A. To achieve a balance between time efficiency and accuracy, LibID-A also uses LSH Ensemble to speed up the matching process and applies various constraints to minimise false matches. The execution of LibID-A is independent for different apps and thus can easily be parallelised.

3.3 Evaluation

LIBID uses Androguard\(^2\) version 3.0 with the DAD decompiler to construct the CFG of methods. We extend the original Androguard project to support multi-dex files and our signature algorithms. In addition, we make use of the datasketch\(^3\) package to implement the LSH Ensemble algorithm; all LSH parameters are set to their default value tuned by benchmarks. The BIP models are implemented with the Gurobi optimiser\(^4\). We deploy LibID on a computing node with 32 Intel Xeon Gold 6142 CPUs with 12GB RAM each.

To evaluate the effectiveness of LibID, we collect 69 popular libraries with 1444 versions from Maven Central, JCenter, Github, and official library websites. Since Androguard cannot directly parse .jar files, we convert them to .dex files using dex2jar\(^5\). The decompilation, however, does not work in all cases. During our experiment, around 94.17% of libraries are successfully converted. Then, we compare LibID with state-of-the-art work, including LibScout [12], Orlis [13], and LibPecker [155], under different settings.

3.3.1 Library fingerprinting on synthetic apps

To determine the detection threshold \(\Gamma_1\) and \(\Gamma_2\) in Constraint 3.5, we propose a novel way to generate synthetic apps with different versions of libraries under different obfuscation configurations. We use ProGuard as the obfuscator due to its popularity. A study has shown that about 88% of obfuscated apps that were popular on the Google Play store chose ProGuard as their only obfuscator, and 70% of them used the default configuration [11].

Our method works by creating an empty Android project. Then, for each library in our dataset, we manually collect code snippets that provide main library functions from either the official documentation or example projects. We store these snippets in a database, along with the import statements, boilerplate program, and dependencies for each library. In our dataset, the main APIs of most libraries are consistent for a wide range of versions. Therefore, a single generated project can be used with many library versions. We compile each app in the database under four different ProGuard settings, as shown in Table 3.2.

---

\(^2\)https://github.com/androguard/androguard
\(^3\)https://github.com/ekzhu/datasketch
\(^4\)https://www.gurobi.com
\(^5\)https://github.com/pxb1988/dex2jar
### Table 3.2: Library detection results

**(a) ProGuard disabled**

<table>
<thead>
<tr>
<th>Tool</th>
<th># apps</th>
<th># TP</th>
<th># FP</th>
<th># FN</th>
<th>F$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>359</td>
<td>250</td>
<td>436</td>
<td>0.5114</td>
<td></td>
</tr>
<tr>
<td>LibScout</td>
<td>969</td>
<td>33</td>
<td>43</td>
<td>0.9623</td>
<td></td>
</tr>
<tr>
<td>LibPecker</td>
<td>1045</td>
<td>984</td>
<td>38</td>
<td>0.9699</td>
<td></td>
</tr>
<tr>
<td>LibID-S</td>
<td>1044</td>
<td>1</td>
<td>0</td>
<td>0.9995</td>
<td></td>
</tr>
<tr>
<td>LibID-A</td>
<td>1045</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**(b) Class repackaging enabled**

<table>
<thead>
<tr>
<th>Tool</th>
<th># apps</th>
<th># TP</th>
<th># FP</th>
<th># FN</th>
<th>F$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>499</td>
<td>276</td>
<td>270</td>
<td>0.6464</td>
<td></td>
</tr>
<tr>
<td>LibScout</td>
<td>7</td>
<td>2</td>
<td>1036</td>
<td>0.0133</td>
<td></td>
</tr>
<tr>
<td>LibPecker</td>
<td>1045</td>
<td>100</td>
<td>66</td>
<td>0.1747</td>
<td></td>
</tr>
<tr>
<td>LibID-S</td>
<td>1029</td>
<td>5</td>
<td>11</td>
<td>0.9923</td>
<td></td>
</tr>
<tr>
<td>LibID-A</td>
<td>1028</td>
<td>14</td>
<td>3</td>
<td>0.9918</td>
<td></td>
</tr>
</tbody>
</table>

**(c) Shrinking enabled (default ProGuard setting)**

<table>
<thead>
<tr>
<th>Tool</th>
<th># apps</th>
<th># TP</th>
<th># FP</th>
<th># FN</th>
<th>F$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>226</td>
<td>169</td>
<td>537</td>
<td>0.3903</td>
<td></td>
</tr>
<tr>
<td>LibScout</td>
<td>26</td>
<td>4</td>
<td>902</td>
<td>0.0543</td>
<td></td>
</tr>
<tr>
<td>LibPecker</td>
<td>932</td>
<td>126</td>
<td>90</td>
<td>0.2382</td>
<td></td>
</tr>
<tr>
<td>LibID-S</td>
<td>924</td>
<td>8</td>
<td>0</td>
<td>0.9957</td>
<td></td>
</tr>
<tr>
<td>LibID-A</td>
<td>932</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**(d) Shrinking and class repackaging enabled**

<table>
<thead>
<tr>
<th>Tool</th>
<th># apps</th>
<th># TP</th>
<th># FP</th>
<th># FN</th>
<th>F$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>225</td>
<td>165</td>
<td>542</td>
<td>0.3889</td>
<td></td>
</tr>
<tr>
<td>LibScout</td>
<td>0</td>
<td>0</td>
<td>932</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>LibPecker</td>
<td>932</td>
<td>22</td>
<td>47</td>
<td>0.0461</td>
<td></td>
</tr>
<tr>
<td>LibID-S</td>
<td>305</td>
<td>145</td>
<td>482</td>
<td>0.4931</td>
<td></td>
</tr>
<tr>
<td>LibID-A</td>
<td>831</td>
<td>40</td>
<td>61</td>
<td>0.9427</td>
<td></td>
</tr>
</tbody>
</table>

Identifier renaming is enabled in all groups except when ProGuard is disabled.

We apply both LibID-S and LibID-A to detect in-app libraries and calculate the number of true positives (TP), false positives (FP) and negatives (FN). Here, a false negative means the tool does not report any version of the library, while a false positive is counted if the tool reported some versions of the library but not the correct one. Since we know in advance which library is used in each app, these evaluation indexes can be measured against ground truth. Then, we calculate the $F_1$ score to quantify the performance of
both tools. To determine $\Gamma_1$ and $\Gamma_2$, we first set them to 1 and 0, respectively, to observe the result and then gradually adjust them to appropriate values ($\Gamma_1 = 0.8, \Gamma_2 = 0.1$) to achieve the highest $F_1$ score.

**Evaluation.** We tentatively compare the performance of LibID with LibScout, Orlis, and LibPecker because they are state-of-the-art library fingerprinting tools which are designed to handle code shrinking. In particular, Orlis only reports matches between app and library classes. Therefore, we regard library candidates that have a class match reported by Orlis as possible matches. For LibPecker, we set all thresholds based on the original paper. LibPecker reports the similarity between the app and each library candidate, and thus we choose the library version(s) with the highest similarity, if above the threshold, as the matched in-app library version(s).

Table 3.2 presents the experiment results under four ProGuard settings. It shows that LibID achieves higher $F_1$ scores than other tools in all cases. When ProGuard is disabled, all tools except Orlis achieve high accuracy. Overall, Orlis is ineffective in identifying in-app library versions. Table 3.2 (b) shows that LibID is much more effective than LibScout and LibPecker when class repackaging is enabled. LibID accurately identifies libraries for more than 98.4% apps and reports fewer false negatives. In comparison, LibScout and LibPecker are correct for 0.7% and 9.6% apps, respectively, because they rely on the package hierarchy information.

Table 3.2 (c) demonstrates that other tools are also ineffective against code shrinking. In particular, if code shrinking is enabled, library code may be partially removed in the app. We define an index $I_C$ to quantify the library information remaining in the app:

$$ I_C = \frac{\# \text{Signatures of library classes present in the app}}{\# \text{Signatures of library classes in the SDK}} \quad (3.7) $$

Based on the definition, $I_C$ will be 1 if code shrinking is disabled. We calculate $I_C$ for every synthetic app that applied code shrinking. Because synthetic apps are relatively simple, most of them contain only a small portion of library classes after code shrinking. Figure 3.6 presents the relation between the recall and $I_C$ when code shrinking is enabled. It reveals that LibID behaves well against code shrinking, while LibScout, LibPecker and Orlis only detect libraries when $I_C > 70\%$, and still fail to detect many in that case.

The weakness of LibID-S is clear when both code shrinking and class repackaging are enabled. LibID-S uses the library match index $M(L, A)$ in Definition 3.2 to quantify the confidence of a library $L$ being used in an app $A$. However, this value can be very low if the majority of library classes have been deleted (low $N_C/N_{PL}$) while there are many other non-library classes in the same package (low $N_C/N_{PA}$). By contrast, LibID-A only considers app classes that are related to the library by eliminating other classes through ghost hunting and relation pruning, and thus its library match index in Equation 3.6 is
still high for the right library. Nevertheless, LibID-A does produce several false alarms. There are two reasons for these errors. First, class-level matching is not always accurate due to lack of hierarchy information, which would further influence the ghost hunting and relation pruning processes. Second, in a few cases, ProGuard keeps some library classes in the original package to ensure normal functioning while moving others to a single parent package, which could degrade the accuracy of LibID-A.

### 3.3.2 Library fingerprinting on F-Droid apps

Wang et al. has compiled F-Droid projects under different obfuscators, including ProGuard, Allatori, and DashO, and published the dataset online\(^6\). The dataset contains around 200 app binaries for each obfuscation configuration with the ground truth of in-app library versions. However, apps in this dataset that should be obfuscated by ProGuard are, in fact, unobfuscated. Therefore, we manually compiled 215 F-Droid projects with ProGuard applied (both code shrinking and class repackaging are enabled).

We use both self-compiled apps and the dataset provided by Wang et al. as the ground truth to evaluate the performance of library detectors on commercial apps with different obfuscators. LibID-S and LibID-A are set with the thresholds determined in §3.3.1. Since all tools may report multiple library versions, we define two types of precision: pinpoint precision and in-range precision. In particular, the pinpoint precision of a tool is the proportion of correctly identified libraries over all the libraries reported. When calculating the in-range precision, we regard all reported versions of a library as a single entity. We say an entity is correctly identified if the correct library version is among all the versions.

\(^6\)https://github.com/presto-osu/orlis-orcis
Table 3.3: Library detection results

(a) No obfuscator

<table>
<thead>
<tr>
<th>Tool</th>
<th>Precision*</th>
<th>Recall</th>
<th>$F_1^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>49.82% (81.14%)</td>
<td>26.25%</td>
<td>0.3438 (0.3966)</td>
</tr>
<tr>
<td>LibScout</td>
<td>67.42% (69.35%)</td>
<td>94.09%</td>
<td>0.7855 (0.7984)</td>
</tr>
<tr>
<td>LibPecker</td>
<td>64.50% (65.26%)</td>
<td>91.68%</td>
<td>0.7573 (0.7625)</td>
</tr>
<tr>
<td>LibID-S</td>
<td>67.42% (93.91%)</td>
<td>88.35%</td>
<td>0.7648 (0.9105)</td>
</tr>
<tr>
<td>LibID-A</td>
<td>70.12% (88.16%)</td>
<td>96.30%</td>
<td>0.8115 (0.9205)</td>
</tr>
</tbody>
</table>

(b) ProGuard (both shrinking and class repackaging enabled)

<table>
<thead>
<tr>
<th>Tool</th>
<th>Precision*</th>
<th>Recall</th>
<th>$F_1^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>29.41% (62.50%)</td>
<td>15.00%</td>
<td>0.1987 (0.2419)</td>
</tr>
<tr>
<td>LibScout</td>
<td>65.22% (65.22%)</td>
<td>15.00%</td>
<td>0.2439 (0.2439)</td>
</tr>
<tr>
<td>LibPecker</td>
<td>20.00% (20.00%)</td>
<td>4.00%</td>
<td>0.0667 (0.0667)</td>
</tr>
<tr>
<td>LibID-S</td>
<td>58.67% (66.67%)</td>
<td>44.00%</td>
<td>0.5029 (0.5301)</td>
</tr>
<tr>
<td>LibID-A</td>
<td>64.29% (72.58%)</td>
<td>45.00%</td>
<td>0.5294 (0.5556)</td>
</tr>
</tbody>
</table>

(c) Allatori

<table>
<thead>
<tr>
<th>Tool</th>
<th>Precision*</th>
<th>Recall</th>
<th>$F_1^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>46.46% (76.67%)</td>
<td>19.37%</td>
<td>0.2734 (0.3092)</td>
</tr>
<tr>
<td>LibScout</td>
<td>87.23% (91.11%)</td>
<td>8.63%</td>
<td>0.1571 (0.1577)</td>
</tr>
<tr>
<td>LibPecker</td>
<td>55.28% (65.26%)</td>
<td>66.11%</td>
<td>0.6021 (0.6103)</td>
</tr>
<tr>
<td>LibID-S</td>
<td>73.72% (92.74%)</td>
<td>48.42%</td>
<td>0.5845 (0.6362)</td>
</tr>
<tr>
<td>LibID-A</td>
<td>75.86% (92.22%)</td>
<td>64.84%</td>
<td>0.6992 (0.7614)</td>
</tr>
</tbody>
</table>

(d) DashO

<table>
<thead>
<tr>
<th>Tool</th>
<th>Precision*</th>
<th>Recall</th>
<th>$F_1^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>54.43% (87.76%)</td>
<td>15.03%</td>
<td>0.2356 (0.2567)</td>
</tr>
<tr>
<td>LibScout</td>
<td>90.64% (92.81%)</td>
<td>54.20%</td>
<td>0.6783 (0.6843)</td>
</tr>
<tr>
<td>LibPecker</td>
<td>47.06% (47.06%)</td>
<td>55.94%</td>
<td>0.5112 (0.5112)</td>
</tr>
<tr>
<td>LibID-S</td>
<td>69.55% (97.45%)</td>
<td>53.50%</td>
<td>0.6047 (0.6907)</td>
</tr>
<tr>
<td>LibID-A</td>
<td>69.79% (91.11%)</td>
<td>57.34%</td>
<td>0.6296 (0.7039)</td>
</tr>
</tbody>
</table>

*: The value before the bracket is the pinpoint precision (or $F_1$); the value inside the brackets is the in-range precision (or $F_1$).

The in-range precision of a tool is the proportion of correctly identified entities over all the entities reported. We also define the pinpoint and in-range recall by a similar approach and the respective $F_1$ score can be calculated based on the precision and recall.

Example 3.1. Suppose a tool reports “ACRA-4.6.1, ACRA-4.6.2, Gson-2.5” while the ground truth is ACRA-4.6.1. Then, the tool has a pinpoint precision, recall, and $F_1$ score of 1/3, 1, and 1/2, respectively. The tool also has an in-range precision, recall, and $F_1$
Table 3.4: Top 5 libraries identified by LibID

<table>
<thead>
<tr>
<th>Library</th>
<th># LibID</th>
<th># LibScout</th>
<th># Common</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gson</td>
<td>1419</td>
<td>1114</td>
<td>1093</td>
</tr>
<tr>
<td>Facebook</td>
<td>1243</td>
<td>1082</td>
<td>1058</td>
</tr>
<tr>
<td>OkHttp</td>
<td>1157</td>
<td>690</td>
<td>689</td>
</tr>
<tr>
<td>Okio</td>
<td>1139</td>
<td>563</td>
<td>561</td>
</tr>
<tr>
<td>Bolts</td>
<td>918</td>
<td>317</td>
<td>316</td>
</tr>
</tbody>
</table>

score of 1/2, 1, and 2/3, respectively;

Table 3.3 presents the experiment results. Overall, LibID behaves better than state-of-the-art tools in all four cases. The $F_1$ score (both pinpoint and in-range) of LibID is greater than 0.5 when ProGuard is applied, while that of other tools is lower than 0.25. In all cases, LibID has the highest in-range precisions among these tools. Nevertheless, results also reveal that the performance of LibID for these F-Droid apps is not as good as in §3.3.1. We investigate several cases where LibID-A does not identify the library correctly and find the following causes: (i) $I_C$ is less than 5% for some libraries (e.g., Guava) after code shrinking, which is lower than the threshold; (ii) LibID-A fails to identify some libraries when both shrinking and class repackaging are enabled for the same reason as in §3.3.1; and (iii) the obfuscation in some apps changes the class access flag and class interfaces and splits a single library class into several classes, which could defeat the design of LibID-A.

### 3.3.3 Vulnerable library usage in popular Google Play apps

To study the library usage in production apps and further evaluate our approach, we downloaded 3958 apps from the top-100 apps across 59 categories on the Google Play store in April 2017. We employ both LibID (using LibID-A) and LibScout to analyse these popular apps. On average, LibID detects one more library per app than LibScout. Table 3.4 gives the summary of top five most popular libraries identified by LibID. In particular, the columns respectively present the number of apps using each library identified by LibID, LibScout, and both of them. Table 3.4 shows that a large proportion of libraries have been missed by LibScout. We confirm the reason is that LibScout struggles to detect libraries after code shrinking.

**Vulnerable library detection.** A primary use case of LibID is to identify vulnerable in-app libraries. By way of an example, we choose OkHttp, a popular Android library used in 29% of apps in our dataset for managing HTTP-based network requests, as the target to further evaluate our library fingerprinting tool. There is a severe vulnerability
Table 3.5: Vulnerable OkHttp library detection result

<table>
<thead>
<tr>
<th>Tool</th>
<th># TP</th>
<th># FP</th>
<th># FN</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>172</td>
<td>165</td>
<td>222</td>
<td>0.4706</td>
</tr>
<tr>
<td>LibScout</td>
<td>295</td>
<td>1</td>
<td>99</td>
<td>0.8551</td>
</tr>
<tr>
<td>LibPecker</td>
<td>339</td>
<td>9</td>
<td>55</td>
<td>0.9137</td>
</tr>
<tr>
<td>LibID</td>
<td>393</td>
<td>0</td>
<td>1</td>
<td>0.9987</td>
</tr>
</tbody>
</table>

We apply LibID, LibScout, Orlis, and LibPecker to check if a vulnerable version of the OkHttp library is used in popular apps. The results are presented in Table 3.5. All tools find many popular apps use at least one version of vulnerable OkHttp libraries. In particular, LibID identifies 393 affected apps, while the figure for LibScout and LibPecker is 296 and 339, respectively. All tools but Orlis agree on 294 apps, but the remaining list of affected apps differs. We notice that OkHttp contains a field marking the actual version of the library, and this field has not been obfuscated in the majority of our test apps. Therefore, we only need a little manual effort to verify the results. Note that LibID does not use string constants as a feature to detect libraries. Thus, the version information of OkHttp in the app binaries only helps us to confirm the result instead of assisting LibID directly. For those apps that LibID and LibScout disagree, all 99 additional apps reported by LibID are true positives. Meanwhile, LibScout uniquely reports 2 vulnerable apps, and one of them is a false positive; the other one is missed by LibID. We further analyse the app that LibID fails to detect. It turns out the app uses both an obfuscated version of OkHttp 2.4.0 (vulnerable) and an unobfuscated version of OkHttp 3.4.1 (patched). During the matching process, LibID mismatches the OkHttp 2.4.0 library to the OkHttp 3.4.1 package but the matching confidence does not reach the threshold. As a result, this vulnerable app is missed by LibID.

Overall, the results demonstrate the accuracy and robustness of LibID, but it also raises security concerns about the Android platform. Although the vulnerability of OkHttp was reported in February 2016, around 10% of popular apps on the Google Play dataset still use an insecure version of the OkHttp library. Figure 3.7 presents the detailed distribution of vulnerable apps in our dataset. More than 30% of apps in two categories (NEWS_AND_MAGAZINES and TRAVEL_AND_LOCAL) and at least 10% of apps in 25 categories use a vulnerable version of OkHttp. Meanwhile, a large proportion of OkHttp libraries used in popular apps are unpatched, including more than 44% of OkHttp libraries in the top 100 free apps and the other six categories. We also discover that three of Google’s apps use vulnerable versions of OkHttp libraries, all of which are installed by millions of users. Although we confirm that these three apps do not invoke the vulnerable certificate pinning...
method, it is still best practice to upgrade the library version to ensure vulnerable code is not introduced in a future release. Finally, we sent emails to the developer of the reported 393 vulnerable apps on December 23, 2017. As a result, we received 22 non-automatic replies. Among these replies, 17 said they will investigate, 3 have updated the OkHttp library, and 2 promised to update it in the future release.
3.4 Discussion

**Comparison.** In the previous section we have quantitatively evaluated the performance of LibID using three different datasets. However, the results may not be intuitive and could take some time to interpret. Here, we present an intuitive overview of the capabilities of LibID and other representative library fingerprinting tools in Table 3.6. The training and detection time in Table 3.6 are inferred qualitatively based on the complexity and categorised into three levels (Low, Medium, High). Future library fingerprinting applications can choose the most suitable tool according to their resources and requirements by referring to this table.

Compared with other work listed in Table 3.6, we have proposed a new library match index that takes into account the majority of library code could be deleted during code obfuscation. For accurate version pinpointing, LibID utilises fine-grained features such as the dependency graph that is often time-consuming. LibID novelly converts the dependency graph matching problems to BIP problems and applies LSH to speed up the matching process. Furthermore, we are the first to design the *relation pruning* and *ghost hunting* processes to support cases when both class repackaging and code shrinking are applied.

**Limitations.** LibID selects several features to profile and detect libraries. These features, however, are not robust against more advanced obfuscation techniques. For instance, the *class access flag* and *class interfaces* fields can be modified if either “allowaccessmodification” or “mergeinterfacesaggressively” option is enabled in ProGuard. API hiding techniques also allow hiding calls to the Android SDK through Java reflection. Nevertheless, these cases are relatively rare compared with code shrinking and package modification operations (§3.3.2). The documentation of ProGuard also suggests users exploit these advanced features cautiously because they can reduce the performance and may cause JVM problems. The aim of LibID is to be the first to reliably detect libraries under the most popular obfuscation functions, including code shrinking, identifier renaming, control flow randomisation, and package modifications. We achieve this goal.

One major concern of LibID is the scalability. Using library fingerprinting on unobfuscated F-Droid apps as an example (§3.3.2), we calculate the average time spent on fingerprinting a library, fingerprinting an app, and matching an app with libraries for each tool. The results are presented in Table 3.7. Although LibID is more time-efficient than Orlis and LibPecker, it spends more time than LibScout. This is because LibID performs a finer-grained analysis compared with LibScout. Both the CFG construction and candidate class matching are time-consuming. The BIP solver could also take a long time.

---

<table>
<thead>
<tr>
<th>Tool</th>
<th>Version Obfuscation</th>
<th>Shrinkage</th>
<th>Training Time</th>
<th>Resilience Detection</th>
<th>Resilience Class Replacement</th>
<th>Resilience Shrinkage</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wukong</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>Open</td>
</tr>
<tr>
<td>LibD</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>LibSift</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Ordol</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>LibID-A</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>LibID-S</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

Table 3.6: Comparison of different library fingerprinting tools

= provides property; = partially provides property; = does not provide property
Table 3.7: Average time consumption

<table>
<thead>
<tr>
<th>Tool</th>
<th>Library Fingerprinting</th>
<th>App Fingerprinting</th>
<th>Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orlis</td>
<td>5.18 s</td>
<td>-</td>
<td>850.30 s</td>
</tr>
<tr>
<td>LibScout</td>
<td>1.01 s</td>
<td>-</td>
<td>1.63 s</td>
</tr>
<tr>
<td>LibPecker</td>
<td>-</td>
<td>-</td>
<td>509.40 s</td>
</tr>
<tr>
<td>LIBID-S</td>
<td>4.13 s</td>
<td>38.36 s</td>
<td>2.26 s</td>
</tr>
<tr>
<td>LIBID-A</td>
<td>4.13 s</td>
<td>38.36 s</td>
<td>11.25 s</td>
</tr>
</tbody>
</table>

to find a solution if there are too many constraints. As discussed in §2.5, BIP is a classic NP-complete problem. Although we did not encounter any situation where a solution could not be found in a day during our evaluation, we do not rule out the possibility that there might be some app and library pairs that could produce a way more complex matching graph and many more constraints than those in our evaluation datasets, in which case the BIP solver may not be able to find a solution in meaningful time. Nevertheless, the use of LSH Ensemble has greatly reduced the matching time by avoiding pair-wise comparison and we design two working schemes to prioritise either scalability or accuracy. As seen in Table 3.7, LIBID-S spends much less time in the matching process because it does not make use of the dependency graph. In addition, for large-scale analysis, we can run LIBID in parallel on a computing cluster since each task is independent. In general, LIBID-A is preferred for small-scale analysis, or large-scale analysis when there are enough computing resources; LIBID-S is favoured in cases where the computational cost of LIBID-A is too high, or even infeasible.

3.5 Summary

In this chapter we presented LIBID, a reliable tool that identifies third-party Android libraries and their version in app binaries. LIBID includes two detection schemes: LIBID-S and LIBID-A, which focus on scalability and accuracy, respectively. We converted the abstract library fingerprinting problem into a BIP problem that has been well studied in the research community. Overall, LIBID overcomes several limitations found in previous work and is able to determine the version of third-party libraries used in an app binary using identifier renaming, code shrinking, control flow randomisation, and package modification techniques. Evaluation was supported by our novel method that semi-automatically generates apps containing third-party libraries, as well as an analysis of hundreds of F-Droid apps. This provided valuable ground truth data to support accurate evaluation and comparison of our approach to previous work. Our experiments showed that LIBID can detect a higher proportion of libraries than prior art, especially when code shrinking was enabled and the package hierarchy was modified. Finally, we demonstrated the utility
of LibID by detecting the use of a vulnerable version of the OkHttp library in nearly 10% of 3,958 most popular apps on the Google Play Store.
CHAPTER 4

METHODOLOGY OF FACTORY CALIBRATION FINGERPRINTING ATTACK

This chapter describes a new type of device fingerprinting attack, the factory calibration fingerprinting attack. Our attack uses data gathered from the accelerometer, gyroscope, and magnetometer sensors found in smartphones to construct a globally unique fingerprint. When we started this work, developers can access these sensors from both a native mobile app and a mobile website without asking for user permission. Therefore, they were good candidates for device fingerprinting. While we have focused our analysis on motion sensors, we anticipate that a calibration-based fingerprint can also be generated for other sensors across many different devices, including the camera, touchscreen, and battery.

The goal of the adversary is to obtain a reliable fingerprint from the built-in motion sensors of a smartphone. Our threat model is as follows. We assume an adversary is able to record motion sensor samples from a smartphone. The attacker can do this if the user installs an app, or visits a website (accelerometer and gyroscope only), under the control of the attacker. Furthermore, we assume that the software embedded in the app or web page is able to communicate with a remote server under the control of the attacker; this is typically the case for both apps and web pages.

This chapter explains this new type of attack using the gyroscope in iOS Devices as an example; the factory calibration fingerprinting for other sensors and devices is discussed in Chapter 5. In particular, we introduce the background of motion sensor calibration (§4.1) and propose a practical technique to identify if a sensor has been factory calibrated (§4.2). For sensors that are factory calibrated, we propose a method to estimate their nominal gain if the datasheet is unavailable (§4.3). We also analyse the motion sensor data representation in iOS and discuss the implications it has for the factory calibration fingerprinting attacks (§4.4). Then, we give details about the steps to generate the factory calibration fingerprint from within an app (§4.5) and from within a website (§4.6). Finally,
Figure 4.1: Illustration of MEMS motion sensors

we discuss practical options to launch the factory calibration fingerprinting attack (§4.7) and summarise this chapter (§4.8).

Contributions. This chapter makes the following academic contributions:

1. We describe steps to verify if a motion sensor is factory calibrated from its output.
2. We present an approach to estimate the nominal gain of motion sensors.
3. We show there are only 16 bits of data in the fractional part of motion sensor output in iOS devices.
4. We introduce a novel technique to estimate the gain matrix of motion sensors by studying the sensor output alone; we show the technique works on both mobile apps and websites.
5. We elaborate on options to generate a calibration fingerprint of a device in practical situations.

4.1 Motion sensor calibration

Motion sensors used in modern smartphones, including the accelerometer, gyroscope, and magnetometer, are based on MEMS (Micro-Electro-Mechanical Systems) technology and use microfabrication to emulate traditional mechanical parts. These sensors are pervasive in modern mobile devices. In earlier versions of iOS devices, such as iPhone 4, motion sensors are integrated into different MEMS chips. However, the latest Apple devices have a six-axis Inertial Measurement Unit (IMU), which comprises a triaxial accelerometer and a triaxial gyroscope in a small package. Figure 4.1 presents an illustration of MEMS motion sensors. Details about these sensors are listed below.
Table 4.1: List of iOS devices that do not have a gyroscope

<table>
<thead>
<tr>
<th>Category</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPhone</td>
<td>iPhone 2G, iPhone 3G, iPhone 3GS</td>
</tr>
<tr>
<td>iPad</td>
<td>iPad 1</td>
</tr>
<tr>
<td>iPod Touch</td>
<td>iPod Touch 1, iPod Touch 2, iPod Touch 3</td>
</tr>
</tbody>
</table>

**Accelerometer** An accelerometer measures the velocity change of a device in each of the axes. The value can be either positive or negative based on the direction of acceleration. All iOS devices and Apple Watches are equipped with at least one triaxial accelerometer [159]. In particular, there is an additional triaxial accelerometer in addition to the IMU in the iPhone 6 to minimise power consumption [160].

**Gyroscope** A gyroscope measures the rotation speed of a device in each of the axes. The value can be either positive or negative based on the direction of rotation. Most iOS devices and all Apple Watches are equipped with one triaxial gyroscope [161]. Concretely, Table 4.1 lists all the iOS devices that do not contain a gyroscope.

**Magnetometer** A magnetometer measures the Earth’s magnetic field relative to the device. The value can be either positive or negative based on the direction of the magnetic field. All Apple Watches and iOS devices apart from the iPod Touch lineup, iPhone 2G, and iPhone 3G have a triaxial magnetometer [162].

Although MEMS technology has greatly reduced the size and cost of motion sensors, MEMS sensors are usually less accurate than their optical counterparts due to various types of error. In general, these errors can be categorised as *deterministic* and *random*: random errors are usually caused by electronic noise interfering with the output of sensors, which change over time and have to be modelled stochastically; deterministic errors are produced by manufacturing imperfections and can be classified into three categories: *bias*, *scaling*, and *nonorthogonality misalignment errors* [163, 164]. These deterministic errors can be defined as follows:

**Bias error** Bias error manifests as the deviation between the actual and nominal value at a known reference point when there is no external force applied to the sensor.

**Scaling error** Scaling error can be identified as the difference between the actual and nominal scale, or sensitivity, of each sensor axis.

**Misalignment error** Misalignment error occurs when the three axes of the sensor are not orthogonal to each other due to mounting point variations during manufacture.
An illustration of these errors is presented in Figure 4.2, where black and red lines represent the nominal and actual values respectively. Calibration aims to identify and compensate for the deterministic errors from the sensor. Many commercial sensors are factory calibrated and their calibration parameters are stored in firmware or non-volatile memory, providing accurate measurements off-the-shelf [165]. In the context of mobile devices, the main benefit of per-device calibration is that it allows more accurate attitude estimation [166]. By contrast, sensors embedded in low-cost smartphones are usually poorly calibrated due to the high cost and complexity of factory calibration [167]. For an individual manufacturer, the choice of sensor calibration is, therefore, an engineering trade-off.

MEMS sensors usually convert and store the analogue measurement in a digital register through an Analogue-to-Digital Converter (ADC) module. For a triaxial motion sensor, let \( \mathbf{A} = [A_x, A_y, A_z]^T \) be the sensor ADC output. Considering all three kinds of deterministic errors, the calibration of the motion sensor can be represented by the following equation [168]:

\[
\begin{bmatrix}
O_x \\
O_y \\
O_z
\end{bmatrix} =
\begin{bmatrix}
S_x & 0 & 0 \\
0 & S_y & 0 \\
0 & 0 & S_z
\end{bmatrix}
\begin{bmatrix}
1 & N_{xy} & N_{xz} \\
N_{yx} & 1 & N_{yz} \\
N_{zx} & N_{zy} & 1
\end{bmatrix}
\begin{bmatrix}
A_x + B_x \\
A_y + B_y \\
A_z + B_z
\end{bmatrix}
\]  

(4.1)

where \( O_i \in \mathbf{O} \) is the calibrated output; \( S_i \in \mathbf{S} \) is the scale factor; \( N_{ij} \in \mathbf{N} \) represents the nonorthogonality between axis \( i \) and \( j \); and \( B_i \in \mathbf{B} \) is the bias. A sensor’s sensitivity, or gain, is defined as the ratio between the output signal and measured property. A sensor’s nominal gain is the intended operating sensitivity of the sensor. It is a single value that is usually documented in the sensor datasheet. We use \( F \) to denote a sensor’s nominal gain in this dissertation. If a sensor is ideal, its scale matrix \( \mathbf{S} \) and nonorthogonality matrix \( \mathbf{N} \) should be \( F \cdot \mathbf{I} \) and \( \mathbf{I} \), respectively, where \( \mathbf{I} \) is an identity matrix. However, due to the existence of errors, there may be a non-negligible difference between the actual and
nominal gain [169]. Equation 4.1 can be further simplified as:

\[ O = G(A + B) \]  

(4.2)

where \( G = SN \) is referred to as the gain matrix.

A myriad of calibration techniques have been proposed to calculate the gain matrix and bias vector during manufacture [163]. Vendors can also choose to only calibrate the bias vector to lower the cost. Once factory calibration is completed, the calibration parameters of the sensor will be stored in non-volatile memory inside the device and do not change over time [170, 171]. Details of the calibration process used by manufacturers are generally trade secrets and are not made public.

### 4.2 Factory calibration in mobile devices

Both Android and iOS provide APIs to access the raw and fused motion sensor data. Web developers can also access the fused accelerometer and gyroscope data via JavaScript. According to the Android documentation, the raw or uncalibrated data is the sensor output after factory calibration and temperature compensation, while the fused or calibrated sensor data API applies bias compensation and noise correction on the raw measurements.\(^1\)

On iOS, it is less clear from the documentation whether the raw data provided by iOS APIs is factory calibrated. To investigate this, we collect a batch of raw gyroscope data from both an iPhone X and a Samsung Galaxy S8. Both handsets are placed on a flat desk and stay still during data collection.

Figure 4.3 (a) presents the raw gyroscope measurements collected from both devices. Notably, the quantisation in gyroscope outputs is clear in the figure. This is because the outputs of the gyroscope ADC module are integers. Taking the difference between two sensor readings directly reveals the gain of the sensor. According to Equation 4.2, the difference between two sensor outputs, \( \Delta O \), can be calculated by:

\[ \Delta O = G \Delta A \]  

(4.3)

where \( \Delta A \) is the difference between the corresponding ADC outputs.

If there is no factory calibration, the gain matrix \( G \) has a value of \( F_G \cdot I \), where \( F_G \) is the nominal gain of the gyroscope and \( I \) is the identity matrix. In this case, we have:

\[
\begin{bmatrix}
\Delta O_x \\
\Delta O_y \\
\Delta O_z
\end{bmatrix} = \begin{bmatrix}
\Delta A_x \\
\Delta A_y \\
\Delta A_z
\end{bmatrix}
\]  

(4.4)

\(^1\)https://developer.android.com/guide/topics/sensors/sensors_motion.html
Figure 4.3: Raw gyroscope data collected from a Samsung Galaxy S8 and an iPhone X
Since $\Delta A_i$ is an integer, $\Delta O_i$ should be a multiple of the nominal gain. Figure 4.3 (b) shows the difference between consecutive measurements for each of the three axes. To clearly present the results, the figure only presents a small range of data. As seen in Figure 4.3 (b), the difference between gyroscope outputs of the Samsung Galaxy S8 is always a multiple of a constant value (nominal gain). By contrast, the difference for the iPhone X is not a single multiple. Figure 4.3 (b) also reveals that each axis of the gyroscope in the iPhone X has a different gain and bias. In particular, the x axis has a slightly lower gain than the y and z axes.

Overall, Figure 4.3 demonstrates two things: (i) the gain matrix of the gyroscope in the iPhone X is factory calibrated while the one in the Samsung Galaxy S8 is not; and (ii) the iOS API for accessing raw motion sensor data obtains the factory-calibrated data. We further implement the same experiment on other iOS device models and confirm their gyroscope is also factory calibrated. The factory calibration of motion sensors in Android devices is discussed in §5.3.

### 4.3 Nominal gain estimation

In general, manufacturing imperfections introduce idiosyncrasies across different sensors. Therefore, if factory calibration is carried out on a per-device basis, it is likely the calibration matrices, including the gain matrix $G$ and the bias matrix $B$, are also unique and we can use either of these matrices as a device fingerprint. In this dissertation we focus on recovering the gain matrix $G$.

We first investigate fingerprinting devices from mobile apps, where raw sensor data is accessible. To estimate the gain matrix $G$ of a sensor, we first need to know its nominal gain. For some earlier iOS devices, such as iPhone 4, the nominal gain of the gyroscope, 70 millidegrees per second (mdps), is specified in the datasheet. Although we could not find the gyroscope specification for recent iOS device models, we propose an approach to estimate the nominal gain from gyroscope measurements.

Equation 4.3 shows that the bias $B$ can be effectively eliminated by taking the difference between two sensor outputs. From Figure 4.3 (b), we observe that the actual gain, or sensitivity, of each axis is in close proximity to each other (or to the nominal gain) and the fluctuation within each band is small compared with the large gap between different bands. This implies that the actual gain matrix is close, but not equal, to the ideal gain matrix, $F_G \cdot I$. Since the iPhone X was resting on a desk during data collection, the difference between consecutive ADC outputs $\Delta A_i$ should be small (e.g., 0, ±1). To estimate the nominal gain, $F_G$, of the iPhone X, we find the band with only positive values that is closest to 0 but its range does not include 0. In the case of Figure 4.3 (b), a qualified band is the one inside dashed black lines. Then, the average of all the values inside the band,
Figure 4.4: Estimation of the gyroscope nominal gain from two iPhone X devices. The dash line marks the estimated nominal gain which includes data from all three axes, can be used as a reliable estimate of the nominal gain of the iPhone X. Note that this approach requires the device is stationary (e.g., at rest on a desk) during measurement so that we have enough data points with $\Delta A_i = \pm 1$. This is usually not a problem since we only need to estimate the nominal gain once for each device model.

Figure 4.4 presents the estimated gyroscope nominal gain from two iPhone X devices. Both devices were at rest on a desk during the data collection. For clarity, Figure 4.4 only presents the range of data inside a qualified band. As shown in Figure 4.4, the difference between the estimated gyroscope nominal gain from these two devices is tiny. Therefore, we can use the estimated nominal gain from one device to estimate the gain matrix of another device. It is also clear from Figure 4.4 that the degree of fluctuations around the nominal gain is different for these two devices, which indicates that their gain matrix is different and may be used as a fingerprint.

Table 4.2 lists the nominal gain (in mdps) of the gyroscope for all iOS devices that we have measured. Note that we have observed two possible nominal gain values for iPhone 5S devices. This may be because some iPhone 5S devices use a different IMU model from others. In addition, the estimated nominal gain of 61 mdps indicates that the sensor is likely configured to a measurement range of $\pm 2000$ dps and a resolution of 16 bits ($4000/2^{16} \approx 0.061$).
Table 4.2: Estimated gyroscope nominal gain for iOS devices

<table>
<thead>
<tr>
<th>Model</th>
<th>Nominal Gain (mdps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPhone 5S* / 6/6 Plus / 6S / 6S Plus / 7/7 Plus / 8/8 Plus / SE</td>
<td></td>
</tr>
<tr>
<td>iPhone X / XS / XS Max</td>
<td>61</td>
</tr>
<tr>
<td>iPad Pro 9.7 / 10.5 / 12 inch</td>
<td></td>
</tr>
<tr>
<td>iPhone 4 / 4S / 5 / 5C / 5S*</td>
<td></td>
</tr>
<tr>
<td>iPad 3 / Mini / Mini 4 / Mini Retina / Air / Air 2</td>
<td>70</td>
</tr>
</tbody>
</table>

* iPhone 5S devices have two possible nominal gain values.

4.4 Data representation of sensor outputs

Before looking into the gyroscope fingerprinting technique, we first investigate the data representation format used by the hardware. We start by looking at the binary representation of the raw sensor data. In particular, we collect about 4K raw gyroscope samples from an iPad Air 2. Each sample is a 3-tuple consisting of triaxial measurements; the native unit provided by the iOS SDK is radians per second (rad/s). A visualization of the raw gyroscope data, in the IEEE 754 floating-point representation, is shown in Figure 4.5 (a).

Here, the colours show the various parts of the IEEE 754 representation: bit 1 (yellow) is the sign bit, bits 2–12 (green) are the exponent, and bits 13–64 (blue) are the significand. Overall, no obvious structure is observed in this form. However, if we convert the data into units of degrees per second (deg/s), then we obtain the results shown in Figure 4.5 (b).

It is now obvious that the internal calculations have much less precision than is available in IEEE 754 representation and must be in the units of degrees per second. We gain some more information if we convert the double-precision numbers, in degrees per second (dps), into fixed-point Q32.32 form. Results are presented in Figure 4.5 (c).

In Figure 4.5 (c), the first 32 bits contain the integer part of the data (two’s complement) and the last 32 bits show the fractional part. It is obvious that there are only 16 bits of data in the fractional part. The 16-bit resolution of gyroscope outputs is observed on all the iOS devices we have tested. There are a few possible reasons for this, but the simplest is that the value in the gain matrix $G$ is stored as a signed integer with a resolution of $2^{-16}$ dps. After investigation, we find that every device that uses an M-series motion coprocessor, which was released by Apple in September 2013 with the iPhone 5S, shows this pattern. The purpose of the motion coprocessor is to offload the collection and processing of sensor data from the CPU. However, for older devices such as iPhone 4 and iPhone 4S, gain matrix values are stored with more precision and the calibration involves truncation down to $2^{-16}$ dps after the gain is applied. The complete set of devices that...
Figure 4.5: Different binary representations of the raw gyroscope data
use the M-series motion coprocessor can be found online\(^2\). As discussed in §4.5, the lack of resolution in these devices allows us to precisely recover the gain matrix \(G\).

### 4.5 Sensor fingerprinting from a mobile app

The general process to generate the factory calibration fingerprint of a sensor is illustrated in Figure 4.6. It consists of six major steps: *data collection*, *data preprocessing*, *ADC value estimation*, *gain matrix estimation*, *validity check*, and *fingerprint generation*. In this section, we first present a basic approach to generate the gyroscope fingerprint (**GyroID**), which works well when the device is stationary. Then, we propose an improved scheme that can reliably generate the **GyroID** even when the device is moving.

#### 4.5.1 Basic approach

We first consider the case where the device is stationary or moving slowly during sampling.

**Data collection.** We collect a small number of samples from the gyroscope through a mobile app at the maximum sampling frequency. We use \(O = [O_1, O_2, \cdots, O_N]\) to denote the collected data, where \(O_i = [O_{ix}, O_{iy}, O_{iz}]^T\) is a 3-by-1 vector. Empirically, we find \(N = 100\) samples collected in less than 1 second is sufficient.

**Data preprocessing.** After collecting the data, we calculate \(\Delta O\) by differencing the consecutive outputs for all three axes. In other words, \(\Delta O\) is calculated by:

\[
\Delta O = [O_2 - O_1, O_3 - O_2, \cdots, O_N - O_{N-1}]
\]

**ADC value estimation.** In this step, we aim to recover \(\Delta A\), which is the difference between consecutive ADC outputs. From Equation 4.3 we know:

\[
\Delta A = G^{-1} \Delta O
\] \(^{(4.5)}\)

---

\(^2\)https://en.wikipedia.org/wiki/Apple_motion_coprocessors
where $G^{-1}$ is the inverse of the gain matrix $G$. However, the value of $G$ is unknown at the moment. Nevertheless, we can estimate $G$ by its ideal value $G_0 = F_G \cdot I$, where $F_G$ is the nominal gain of the gyroscope. Since the deterministic errors are comparatively small, $G$ should be relatively close to $G_0$ (§4.3). Because $\Delta A$ only has integer values, we can estimate $\Delta A$ by:

$$\tilde{\Delta A} = \text{round}(G_0^{-1} \Delta O)$$

(4.6)

where the round(·) function rounds each element to the nearest integer. However, since $G_0$ is not equal to $G$, the rounded value $\tilde{\Delta A}$ may not be the true value. Therefore, we further calculate the rounding error $E_{\Delta A}^r \in \mathbb{R}^{3 \times (N-1)}$, which is defined as follows:

$$E_{\Delta A}^r = |\tilde{\Delta A} - G_0^{-1} \Delta O|$$

(4.7)

To ensure the estimated values are correct, we require that every value in $E_{\Delta A_i}^r$, which means the $i$-th column in $E_{\Delta A}$, be lower than a threshold $\Gamma$ (e.g., 0.1). If not, we believe the rounding is ambiguous and remove both $\tilde{\Delta A_i}$ and $\Delta O_i$ from the dataset. Once all ambiguous values are removed, we will regard $\tilde{\Delta A}$ as a safe estimate of the true ADC value matrix $\Delta A$.

Note that, this is only true if the device is stationary or moving slowly, in which case the absolute values of $\Delta A$ are small. Otherwise, any rounding error could be accumulated and results in rounding to an incorrect integer value.

**Gain matrix estimation.** After estimating the ADC value matrix $\tilde{\Delta A}$, we can estimate the gain matrix by:

$$\bar{G} = \arg \min_G \| G \tilde{\Delta A} - \Delta O \|^2_2$$

where $\| \cdot \|^2_2$ is the squared Euclidean 2-norm function. Or in words, we use the least squares solution to $G\tilde{\Delta A} = \Delta O$ as the gain matrix estimate.

**Validity check.** To quantify the deviation between $\bar{G}$ and the true value of $G$, we define the estimation error $E^e \in \mathbb{R}^{3 \times 1}$ as follows:

$$E^e = \frac{\|\Delta O - \bar{G}\tilde{\Delta A}\|^2_2}{N - 1}$$

If the estimation error is small (i.e., $\max(E^e) < \Theta$), then $\bar{G}$ should be close to the true gain matrix $G$.

By way of an example, here is the $\tilde{G}$ that we estimated from an iPhone XS in the
Recall that the gain matrix of the iPhone XS, which uses Apple M12 coprocessor, only has $2^{-16}$ resolution in the units of dps. If we represent $\tilde{G}$ in the units of $2^{-16}$ dps we can observe that its values are extremely close to whole integers:

\[
\begin{bmatrix}
4012.000000000001 & -35.99999999999318 & -10.99999999999677 \\
11.00000000000174 & 4030.999999999999 & 21.99999999999631 \\
-3.99999999999980 & -25.00000000000011 & 4016.000000000000 \\
\end{bmatrix}
\]

This indicates that the gain matrix is stored in the units of $2^{-16}$ dps. In fact, we find that all iOS devices with an M-series coprocessor store the gain matrix this way. For these devices, we can simply round $\tilde{G}$ to obtain the true gain matrix $G$. From here on, whenever we refer to a gain matrix (e.g., $G$, $G_0$, and $\tilde{G}$), its values are in the units of $2^{-16}$ dps by default.

For devices with a motion coprocessor, we also calculate the rounding error $E_{G} \in \mathbb{R}^{3 \times 3}$ to ensure the rounding is safe:

\[
E_{G} = |\tilde{G} - \text{round}(\tilde{G})|
\]

We believe that the rounding is reliable if the maximum value in $E_{G}$ is lower than a threshold, such as 0.01. Otherwise, if any of these checks fail, it is likely that the device was moving during data collection. For this basic approach, we need to repeatedly collect another batch of data until the estimation error and rounding error are small enough.

**Fingerprint generation.** The gyroscope calibration fingerprint, GYROID, is generated differently based on whether the device has an M-series coprocessor.

If the device does have an M-series coprocessor, the GYROID is defined as follows:

\[
\text{GYROID} = \text{round}(\tilde{G}) - \text{round}(G_0)
\] (4.8)

Or in words, the GYROID is the gain matrix $G$ after subtracting the nominal gain in the
units of $2^{-16}$ dps. For instance, the GYROID of the iPhone XS in previous example is:

$$\text{GYROID} = \begin{bmatrix} 14 & -36 & -11 \\ 11 & 33 & 22 \\ -4 & -25 & 18 \end{bmatrix}$$

For devices that do not contain a motion coprocessor, their GYROID is calculated by:

$$\text{GYROID} = \tilde{G} \ - \ \text{round}(G_0)$$  \hspace{1cm} (4.9)

because values in the gain matrix are not simply integers in the units of $2^{-16}$ dps in this case.

Summary. The basic approach illustrates the general idea and procedure to generate the GYROID. Overall, the calculations are light-weight and are easy to implement. However, the basic approach requires the device to be stationary or moving slowly during measurement. To address this problem, we propose an improved approach which takes device movement into consideration.

4.5.2 Improved approach

The drawback of the basic approach is that it may take a long time to generate the GYROID, because the approach will keep trying until the device is almost stationary. In Equation 4.6, we use a bootstrap value $G_0 = F_G \cdot I$ to estimate the value of $\Delta A$. However, since $G_0$ is not equal to $G$, the rounded value $\tilde{\Delta A}$ may not be the actual value $\Delta A$. In general, the difference between $\Delta O$ and $G_0 \Delta A$ will increase as elements in $\Delta O$ gets bigger, leading to incorrect rounding (i.e., $\tilde{\Delta A} \neq \Delta A$).

In the improved approach, we use the same processing steps as in §4.5.1 except for data preprocessing, ADC value estimation, and gain matrix estimation. The general idea is that, instead of feeding $\Delta O$ directly into the algorithm (which might result in incorrect rounding), we update $\tilde{G}$ iteratively using data with different ranges. The general steps of the improved approach are also illustrated in Figure 4.6.

Data preprocessing. In this step, we first generate more data from $\Delta O$ with small values because smaller values are less likely to introduce rounding errors. To do so, we can sort elements in $\Delta O$ and then take the difference between adjacent elements; the resulting values are then likely to be small. In more detail, suppose $\Delta O = [\Delta O_1, \Delta O_2, \cdots, \Delta O_N]$, where $\Delta O_i = [\Delta O_{ix}, \Delta O_{iy}, \Delta O_{iz}]^T$ is a 3-by-1 vector. We first sort $\Delta O$ based on the value of $\Delta O_{ix}$ into ascending order. Here, we use $[\Delta O]_x$ to denote the sorted array. Similarly, we sort $\Delta O$ by the value of $\Delta O_{iy}$ and $\Delta O_{iz}$, and denote the results as $[\Delta O]_y$ and $[\Delta O]_z$. 
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respectively. Then, we calculate $\Delta\Delta\mathbf{O}$ as follows:

$$
\Delta\Delta\mathbf{O} = [\text{diff}([\Delta\mathbf{O}]_x) \text{ diff}([\Delta\mathbf{O}]_y) \text{ diff}([\Delta\mathbf{O}]_z)]
$$

(4.10)

where the $\text{diff}(\cdot)$ function differences consecutive column vectors in a matrix. For instance, $\text{diff}(\Delta\mathbf{O})$ is calculated by:

$$
\text{diff}(\Delta\mathbf{O}) = [\Delta\mathbf{O}_2 - \Delta\mathbf{O}_1, \cdots, \Delta\mathbf{O}_N - \Delta\mathbf{O}_{N-1}]
$$

By subtracting similar vectors, $\Delta\Delta\mathbf{O}$ contains more data with smaller values. From Equation 4.5 we have:

$$
\mathbf{G}^{-1}\text{diff}(\Delta\mathbf{O}) = \text{diff}(\Delta\mathbf{A})
$$

where values in $\text{diff}(\Delta\mathbf{A})$ are all integers. Combined with Equation 4.10, it is clear that the result of $\mathbf{G}^{-1}\Delta\Delta\mathbf{O}$ should only contain integer values. Therefore, we can directly add $\Delta\Delta\mathbf{O}$ to the $\Delta\mathbf{O}$ dataset and our basic algorithm still applies (i.e., $\Delta\mathbf{O} \leftarrow [\Delta\mathbf{O} \Delta\Delta\mathbf{O}]$). This expansion can be implemented multiple times to generate more data with small values.

Then, we generate several batches of data from the expanded dataset based on the value range and update $\mathbf{G}$ iteratively. In particular, each batch, $\Delta\mathbf{O}^{\epsilon_i}$, is a subset of $\Delta\mathbf{O}$ where the absolute value of all its elements is lower than a multiplication of the nominal gain. That is to say,

$$
\Delta\mathbf{O}^{\epsilon_i} = \{\Delta\mathbf{O}_j \in \Delta\mathbf{O} \mid \max(\{\mid\Delta\mathbf{O}_j\mid\}) < (\epsilon_i + 0.5)F_G\}
$$

where $\epsilon_i$ is the threshold for batch $i$. We start $\epsilon_i$ from 1 and double its value for each batch (i.e., $\epsilon_{i+1} = 2\epsilon_i$) until the batch is the same as $\Delta\mathbf{O}$. Then, we progressively feed $\Delta\mathbf{O}^{\epsilon_i}$ to the next step and update the value of $\mathbf{G}$ from the first batch to the last one.

**ADC value estimation.** In this step, instead of using $\mathbf{G}_0$ to estimate $\Delta\mathbf{A}$ and calculate the rounding error $\mathbf{E}_{\Delta\mathbf{A}}$, we use $\mathbf{G}'$ whose initial value is $\mathbf{G}_0$. In other words, Equation 4.6 and 4.7 should be updated to:

$$
\mathbf{G}'^{-1}\Delta\mathbf{O}^{\epsilon_i} = \text{round}(\mathbf{G}^{-1}\Delta\mathbf{O}^{\epsilon_i})
$$

$$
\mathbf{E}_{\Delta\mathbf{A}^{\epsilon_i}} = |\Delta\mathbf{A}^{\epsilon_i} - \mathbf{G}'^{-1}\Delta\mathbf{O}^{\epsilon_i}|
$$

**Gain matrix estimation.** This step updates $\mathbf{G}$ from each batch of data, $\Delta\mathbf{O}^{\epsilon_i}$. As seen in Figure 4.6, one major difference between the improved approach and the basic approach is that the former may go back to the data preprocessing stage after the gain matrix estimation step. In particular, after each update of $\mathbf{G}'$, the algorithm will check
whether $\Delta O^i = \Delta O$ holds true. If true, it means we have processed all the output data, and we will pass the estimated $\tilde{G}$ to the validity check process. Otherwise, the algorithm will go back to the data preprocessing stage with an updated $\tilde{G}$, and a new batch of data will be processed with $\epsilon_{i+1} = 2\epsilon_i$.

**Summary.** The improved approach updates the estimation of $G$ iteratively from data within a small range to the whole dataset. By using the iteratively updated $G$ to estimate ADC outputs, the improved approach reduces the error of each estimation. Thus, it is able to generate a GyroID even when the device is moving modestly. In general, the basic approach is useful to illustrate the idea. The improved approach introduces few additional computations and is much more reliable. Therefore, it is the preferred way to fingerprint devices in practical situations.

### 4.6 Sensor fingerprinting from a mobile website

JavaScript also provides APIs for web developers to access the fused gyroscope data. In this dissertation, we state the sensor data is fused if its value is a result of applying a time-variant bias correction to the raw sensor data. In practice, it is common to use a Kalman filter that combines, or fuses, the accelerometer and gyroscope inputs to calculate the corrected bias values. Figure 4.7 (a) presents the 500 sequential gyroscope samples collected from an iPad Air through mobile Safari when the device is at rest on a desk. As shown in Figure 4.7 (a), quantisation in the fused data is still visible because the gyroscope ADC outputs are integers. However, there is a slowly varying continuous component added to the bias due to the bias correction. Figure 4.7 (b) shows that the bias part can be nearly eliminated by subtracting consecutive samples. Therefore, we can apply the same technique described in §4.5 to recover the gain matrix.

### 4.7 Practical factory calibration fingerprinting

To launch a factory calibration fingerprinting attack, an adversary can collect gyroscope samples from any device using an app written by the adversary or that visits any website under the adversary’s control. The adversary can then generate a device fingerprint (i.e., GyroID) from the samples and store it in a database. Later on, the adversary can query the database to determine when a particular physical device uses a particular app or visits a particular website. The details of the generation and query of the GyroID in the database differ depending on the collecting source (app or web) and device model.

Specifically, for apps running on a device with an M-series motion coprocessor, the adversary can follow the steps presented in §4.5.2 to recover the exact GyroID. Otherwise,
if the device does not have an M-series coprocessor (e.g., iPhone 4, iPhone 4S, and iPhone 5) or if adversaries only have access to fused gyroscope data (e.g., via JavaScript), there are two options to determine whether two GyroID entries in the database represent the same physical device:

**Clustering** An adversary can directly calculate the GyroID by Equation 4.9 and store it in a database. For every new device with the same model, the attacker can calculate its GyroID and compare the Euclidean distance between the GyroID and the ones in the databases. If they are close, then it is likely that they are the same device (the entropy of G is discussed in §5.5.1).

**Rounding** For devices without an M-series coprocessor, we find that if we still use Equation 4.8 to estimate the GyroID from different batches of data, there could be at most ±1 fluctuation for each of the 9 values in the GyroID. This is because the validity check process ensures that the estimation error is small. By way of an example, the estimated GyroID of an iPhone 5 from a mobile app is given in Figure 4.8. Here, values in each column are corresponding to the nine GyroID values estimated from one batch of data (five batches in total) using Equation 4.9.
Figure 4.8: GyroID of an iPhone 5 estimated from five batches of data.
(unit: $2^{-16}$ dps). Therefore, an adversary can simply store the estimated GyroID and perform a fuzzy query (i.e. accept a ±1 fluctuation for each element), albeit this option provides less entropy.

4.8 Summary

In this chapter we introduced the factory calibration fingerprinting attack: a new method of fingerprinting devices with embedded motion sensors by careful analysis of the sensor output alone. We elaborated on the steps to recover the factory calibration parameters of motion sensors and demonstrated the effectiveness of this attack on the gyroscope in iOS devices. In addition, we studied the data representation of motion sensor output in iOS devices and found the lack of precision in the M-series coprocessor helps the generation of the calibration fingerprint. Our attack is easy to conduct by a website or an app in under 1 second, requires no special permissions, does not require user interaction, and is computationally efficient. Our attack can also be applied retrospectively to a historic archive of sensor data.
In Chapter 4 we have focused exclusively on the gyroscope found in iOS devices to better explain the methodology of factory calibration fingerprinting attack. In this chapter, we discuss related work on motion sensor-based device fingerprinting (§5.1); we present our findings on the factory calibration of the accelerometer and magnetometer on iOS devices (§5.2); we conduct a large-scale factory calibration behaviour analysis on popular Android device models (§5.3); we compare the calibration fingerprint with the Fingerprintjs2 fingerprint for iOS devices (§5.4.1) and for Google Pixel phones (§5.4.2); we analyse the calibration fingerprint for vulnerable iOS and Google Pixel devices and estimate their entropy in §5.5.1 and §5.5.2, respectively.

We followed a coordinated disclosure procedure and reported the vulnerability to Apple on 3rd August 2018 and Google on 10th December 2018. In iOS 12.2, Apple adopted our suggestion and added random noise to sensor outputs (CVE-2019-8541). In addition, Apple removed access to motion sensors from Mobile Safari by default and in later versions also removed motion sensor access from WebKit. However, in this chapter we show that Apple’s fix is imperfect by extracting the exact calibration fingerprint using more sensor data (§5.6).

Contributions. This chapter makes the following academic contributions:

1. We describe how factory calibration data can be extracted from the accelerometer, gyroscope, and magnetometer found on recent smartphones.

2. We demonstrate that the magnetometer and gyroscope calibration data together form a reliable fingerprint for iOS devices that does not change after factory reset or operating system update.
3. We collect motion sensor data from 870 iOS devices and show that our approach can generate a globally unique identifier; we show that the calibration fingerprint of iPhone 6S has about 67 bits of entropy.

4. We implement our approach as an iOS app and find the approach is lightweight and efficient: data collection and processing typically take less than one second in total.

5. We conduct a large-scale analysis on motion sensor calibration in 146 Android device models from 11 vendors. We find that all Google Pixel phones except for Pixel 1/1 XL can be fingerprinted by our attack; we show that the calibration fingerprint of Pixel 4/4 XL has about 57 bits of entropy.

6. We analyse Apple’s fix and show that it is imperfect: with ~50K samples the exact fingerprint can be extracted.

5.1 Related work

Due to manufacturing imperfections, the same motion stimulus may result in different responses across motion sensors of the same make and model. Dey et al. found that the differences in accelerometer responses are consistent and can be used as a device fingerprint [16]. In particular, they used the embedded vibration motor in a smartphone to generate consistent motion stimulus. They then applied supervised learning to differentiating different smartphones using features extracted from the accelerometer response in both time and frequency domains. Their experiment demonstrated that such a fingerprint is viable. However, their approach is less effective in an uncontrolled environment and is susceptible to several external factors, such as the smartphone casing, CPU loads, and device resting position.

Unlike our device fingerprinting work, many existing fingerprinting solutions for motion sensors require carefully designed external stimuli. In particular, Goethem et al. proposed fingerprinting accelerometers through a browser by triggering scheduled device vibrations via JavaScript because it introduces some distinctive patterns in the collected accelerometer trace [172]. Baldini et al. placed a magnet on a rotating platform to stimulate the magnetometer of nearby smartphones and applied an SVM (Support Vector Machine) model to classify these smartphones using features extracted from stimulated magnetometer outputs [173]. In addition, fingerprinting motion sensors via their calibration parameters have also been suggested. Son et al. proposed using the power-on offset calibration of the gyroscope embedded in a drone to serve as its identity [174]. However, this power-on offset calibration is not factory calibration. The calibrated offsets are dynamically calculated every time the drone is turned on. Thus, it changes over time and varies with temperature.
By comparison, our work is the first to recover the factory calibration parameters stored in non-volatile memory inside the device which do not change after leaving the factory.

Existing motion sensor fingerprinting techniques are mostly based on machine learning approaches. Bojinov et al. demonstrated it is possible to fingerprint the accelerometer from a webpage using typical clustering approaches [110]. However, they only correctly identified 53% of the devices in their dataset even after integrating the UA string into their model. Das et al. applied several supervised machine learning models to make a distinction between devices based on the gyroscope and accelerometer readings [175]. To increase accuracy, they used inaudible sound to stimulate the motion sensors. As a countermeasure, they suggested that manufacturers should perform better calibration of motion sensors. However, the calibration process could leak information if not properly implemented. More recently, they further improved its accuracy by introducing a voting scheme among different classifiers [17]. Nevertheless, their approach requires a lot of compute resource, which is not available on a handset. Even then, their approach achieved less than 60% $F_1$ score in an open-world setting when devices were held in hand. They also applied their approach to making a distinction between 85 iPhone 6 devices. When devices were held in hand, only 60% of these devices produced unique fingerprints, which, by reference to the birthday problem, indicates that their approach provides around 13 bits of entropy. Using the motion sensor data they collected through JavaScript, we correctly identified all iOS devices in the dataset based on the factory calibration behaviour without prior knowledge about the device model. Researchers have also attempted to apply deep learning to fingerprinting motion sensors. In particular, Liu et al. designed a deep neural network based on multiple LSTM (Long Short Term Memory) models to auto-discover suitable features for device fingerprinting from accelerometer and gyroscope outputs [176]. They demonstrated that their model works better than those based on handcrafted features and achieved 93% $F_1$ score when fingerprinting 117 heterogeneous smartphones using one-second motion data. Nevertheless, their approach is computationally expensive and requires knowing the number of unique devices in advance. The performance of their model on devices of the same make and model is also unclear. Most recently, Das et al. studied the sensor API usage in popular websites [177]. They showed that 2653 of the Alexa top 100K websites accessed motion sensor data and 63% of the scripts for accessing motion sensors also engaged in browser fingerprinting.

### 5.2 Fingerprinting iOS devices

In Chapter 4 we have described the factory calibration fingerprinting of the gyroscope found in iOS devices. In this section, we look at other types of motion sensors, including magnetometer and accelerometer, and present our findings on their factory calibration
behaviours. We also give a formal definition of SENSORID that can be used as a reliable device fingerprint (§5.2.3).

5.2.1 Magnetometer

We find the magnetometer in iOS devices can also be fingerprinted. Similar to the gyroscope, the raw readings from the magnetometer only have a resolution of $2^{-16} \mu T$ (microtesla). After subtracting consecutive raw magnetometer measurements for every device model in our dataset, we observe four types of pattern:

**Type I (different sensitivity, negligible fluctuation)** Type I devices have a slightly different sensitivity for each axis.

**Type II (fixed sensitivity, moderate fluctuation)** Type II devices have the same sensitivity for every axis but there is a moderate fluctuation within each band.

**Type III (different sensitivity, moderate fluctuation)** Type III devices have a slightly different sensitivity for each axis and there is a moderate fluctuation within each band; the quantisation of the data is evident in this case.

**Type IV (different sensitivity, intense fluctuation)** Type IV devices have an intense fluctuation on the magnetometer output. In this case, the quantisation of the data is not as evident as in other cases.

By way of an example, we collect 2K magnetometer samples at 200 Hz for a device of each type and present the data in Figure 5.1; we do not restrict how participants use the phone during the data collection. We summarise the magnetometer type of different iOS device models and their estimated nominal gain in Table 5.1. Overall, the observation of the four patterns reveals the different underlying calibration procedures. For all four types of devices, we can use the same approach described in §4.5 to obtain the magnetometer fingerprint (i.e., MagID). Although the gain matrix of the magnetometer is not stored at

### Table 5.1: Magnetometer type of different iOS device models

<table>
<thead>
<tr>
<th>Type</th>
<th>Model</th>
<th>Nominal Gain ($\mu T$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type I</td>
<td>iPhone 4S/5/5C/5S/6/6 Plus, All iPad models</td>
<td>0.35/0.28/0.17*</td>
</tr>
<tr>
<td>Type II</td>
<td>iPhone 6S/6S Plus/7/7 Plus/SE</td>
<td>0.075</td>
</tr>
<tr>
<td>Type III</td>
<td>iPhone 8/8 Plus</td>
<td>0.075</td>
</tr>
<tr>
<td>Type IV</td>
<td>iPhone X/XS/XS Max</td>
<td>0.075</td>
</tr>
</tbody>
</table>

* Type I devices have three possible nominal gain values.
Figure 5.1: Consecutive difference between raw magnetometer measurements for iOS devices
2⁻¹⁶ μT resolution, adversaries can use the same techniques discussed in §4.7 to launch an attack by either clustering or rounding. Currently, the magnetometer data is not accessible in major browsers. Nevertheless, the MagID provides additional entropy to the Gyroid. Thus, we can combine them as a finer-grained fingerprint when analysing apps.

### 5.2.2 Accelerometer

We also observe a distinctive quantisation pattern in accelerometer outputs from older generations of iOS devices, including the iPhone 4S and iPad Mini. For example, Figure 5.2 shows the consecutive differences between 2K accelerometer outputs from an iPhone 4S. The quantisation is clear, and thus we can apply the same approach described in §4.5 to recover the accelerometer fingerprint. Note that these devices do not use an Apple motion coprocessor. Therefore, adversaries would need to use techniques described in §4.7 to launch the attack. For newer versions of iOS devices, such as the iPhone 5 also shown in Figure 5.2, Apple uses a higher-resolution accelerometer that conceals the quantisation in accelerometer outputs. Our attack currently does not directly apply to these devices.
Table 5.2: Android devices tested

<table>
<thead>
<tr>
<th>Vendor</th>
<th>Device Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>BQ</td>
<td>AQUARIS M5/X2</td>
</tr>
<tr>
<td>Google</td>
<td>PIXEL 1/1 XL/2/2 XL/3/3 XL/3a/3a XL/4/4 XL/C</td>
</tr>
<tr>
<td>Huawei</td>
<td>MATE 9/10 Pro/20 Lite/20 Pro/30</td>
</tr>
<tr>
<td></td>
<td>HONOR 8/9/9X/20 Lite/Play</td>
</tr>
<tr>
<td></td>
<td>MEDIAPAD T3 10/M3 Lite 10/M5 Lite</td>
</tr>
<tr>
<td></td>
<td>P10/P20/P20 Lite/P20 Pro/P30/P30 Pro/P Smart</td>
</tr>
<tr>
<td></td>
<td>Y5/Nova 2/Nova 5i/Nexus 6P</td>
</tr>
<tr>
<td>LG</td>
<td>G5/G5 SE/G6/G6 Fit/G7 ThinQ/G8S Thin Q</td>
</tr>
<tr>
<td></td>
<td>K10/K40/V20/V30/V40 ThinQ/Q6/Style 4/Nexus 5X</td>
</tr>
<tr>
<td></td>
<td>X4/X Play/One Action/One Vision/One Zoom/Nexus 6</td>
</tr>
<tr>
<td>Nokia</td>
<td>1/2.1/4.2/6.1/7 Plus/7.1/8 Sirocco/8.1</td>
</tr>
<tr>
<td>OnePlus</td>
<td>3/3T/5T/6/6T/7/7T/7T Pro</td>
</tr>
<tr>
<td>Samsung</td>
<td>GALAXY S7/S7 Edge/S8/S8+/S9/S9+/S10/S10+/S10e</td>
</tr>
<tr>
<td></td>
<td>GALAXY S20/S20+/S20 Ultra 5G/Fold/Z Flip/M20</td>
</tr>
<tr>
<td></td>
<td>GALAXY Note8/Note9/Note10/Note10+</td>
</tr>
<tr>
<td></td>
<td>GALAXY A5/A6/A7/A8/A9/A10/A30/A40/A50/A51/A70/A80</td>
</tr>
<tr>
<td></td>
<td>GALAXY Tab S3/S4/S5e/S6</td>
</tr>
<tr>
<td>Sony</td>
<td>XPERIA 1/5/XZ2/XZ2 Compact/XZ3/Z5/Z5 Premium/XA/XA2</td>
</tr>
<tr>
<td>Xiaomi</td>
<td>Mi 5s/6/8/8 Lite/8 Pro/9/Mix 2/Max 3/A2/A3</td>
</tr>
<tr>
<td></td>
<td>REDMI 5/7/Note 4/Note 5</td>
</tr>
</tbody>
</table>

5.2.3 SensorID

In this dissertation, we define the SensorID as a combination of distinctive sensor calibration fingerprints. In the case of iOS devices, the SensorID includes both the GyroID and MagID. For older generations of iOS devices (e.g., iPhone 4S and iPad Mini), the SensorID also includes the accelerometer fingerprint (i.e., AccID).

5.3 Fingerprinting Android devices

To study whether Android devices are susceptible to similar fingerprinting attacks, we use four automated testing platforms, including AWS Device Farm\(^1\), Firebase Test Lab\(^2\),

\(^1\)https://aws.amazon.com/device-farm/
\(^2\)https://firebase.google.com/docs/test-lab
App Centre\textsuperscript{3}, and Sauce Labs\textsuperscript{4}, to collect data from 146 Android device models from 11 vendors. Table 5.2 lists all device models we have tested. Among all Android devices we have tested, we find that all Google Pixel phones, other than the Pixel 1/1 XL, can be fingerprinted by our approach; we do not observe per-device calibration behaviour on the Pixel C tablet. In addition, we notice that the calibration process applied to motion sensors varies across device models. In particular, we find the full gain matrix of both the accelerometer and gyroscope in Google Pixel 4 and 4 XL are per-device calibrated, while only the main diagonal of the gain matrix for the accelerometer is calibrated in other Pixel devices.

Figure 5.3 shows the consecutive difference between 2K accelerometer outputs collected from a Pixel 3 and a Pixel 4 XL when they are at rest on a desk. The quantisation in accelerometer outputs is clear in both cases. In addition, the figure suggests that only the scale matrix, or the main diagonal of the gain matrix, of the accelerometer in the Pixel 3 is calibrated; the same pattern is also observed in Pixel 2/2 XL/3 XL/3a/3a XL devices. Figure 5.3 also suggests that all nine values in the gain matrix of the accelerometer embedded in the Pixel 4 XL are calibrated; the same pattern is also observed in the Pixel 4. Apart from the accelerometer, the gyroscope found in Google Pixel 4 and 4 XL devices is also per-device calibrated.

In addition to Pixel devices, we have noticed that the accelerometer in Huawei Honor 20 Lite, MediaPad M3 Lite 10, and MediaPad T3 10 and the gyroscope in BQ Aquaris X2 have different sensitivity for each axis. However, we only have one device for each of these models and thus cannot confirm whether they are per-device calibrated. So far we have tested 321 unique devices (146 unique device models); we have not observed per-device calibration behaviour on any other Android device models we tested. We therefore focus on Google Pixel devices in the rest of this chapter. The choice of factory calibration is up to individual manufacturers.

**SensorID.** For vulnerable Google Pixel phones, we can extract the SensorID from both an Android app and a website running on an Android browser. For the Google Pixel 4 and 4 XL, the SensorID includes both the AccID and GyroID. For other Pixel phones excluding Pixel 1, the SensorID only includes the AccID.

In summary, Table 5.3 lists all device models whose SensorID includes the AccID, GyroID, and MagID, respectively.

\[^{3}https://appcentre.ms/
\[^{4}https://saucelabs.com/\]
5.4 Evaluation

Since we have found iOS and Google Pixel devices are vulnerable to the factory calibration fingerprinting attack, we evaluate the performance of the attack for these devices in §5.4.1 and §5.4.2, respectively.

5.4.1 Fingerprinting iOS devices

To evaluate the factory calibration fingerprinting attack, we have developed both a website and an iOS app to collect sensor data. The iOS app collects raw data from the motion sensors (accelerometer, gyroscope, and magnetometer) at 200 Hz and does not ask users to put the device in any particular position. The app also embeds a WebView; the embedded WebView and the separate website both collect fused accelerometer and gyroscope data via JavaScript.

For both the app and website, we use the Fingerprintjs2\textsuperscript{5} library in the default configuration to generate a browser fingerprint for evaluation purposes. In addition to

\textsuperscript{5}https://github.com/fingerprintjs/fingerprintjs2
Table 5.3: SensorID composition

<table>
<thead>
<tr>
<th>Fingerprint</th>
<th>Device Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>AccID</td>
<td>iPhone 4S, iPad Mini</td>
</tr>
<tr>
<td></td>
<td>Pixel 2/2 XL/3/3 XL/3a/3a XL/4/4 XL</td>
</tr>
<tr>
<td>GyroID</td>
<td>iOS devices, Pixel 4/4 XL</td>
</tr>
<tr>
<td>MagID</td>
<td>iOS devices</td>
</tr>
</tbody>
</table>

volunteers, we have recruited participants from Amazon Mechanical Turk\textsuperscript{6} and Prolific\textsuperscript{7} to download the app and contribute sensor data. The public data collection exercise has been approved by the ethics committee of the Department of Computer Science and Technology at the University of Cambridge.

To date, the SensorID app has collected data from 795 unique iOS devices; 761 of them contain an M-series motion coprocessor. In addition, the website has collected fused data from another 75 devices. Some users choose to participate in this study multiple times. Thus, there might be more than one record for each unique device. On both the app and the website, we ask users to tell us whether they have submitted the data from this device before.

\textbf{GyroID.} Using the raw gyroscope data collected from the 761 iOS devices with an M-series coprocessor, we are able to recover the exact GyroID. For the other 34 devices that do not contain an M-series coprocessor, we use the rounding option in §4.7 to generate the GyroID due to the small sample size. Based on the GyroID, we successfully identify multiple records that are submitted by the same device. This is confirmed by user-supplied data about whether they have submitted samples from this device before and the device IP address when they submit. The GyroID of each device is distinct.

Since the website only collects fused gyroscope data, we choose the rounding option in §4.7 to generate the GyroID. Then, we compare it with the GyroID of the 795 devices that we recovered from the raw data. As a result, we identify 3 devices submitted through both the website and the app. The app also collects fused sensor data from the built-in WebView. For this data, we use the clustering approach to generate a group of gain matrix estimates. Then, we apply the Multivariate ANalysis Of VAriance (MANOVA) technique to analyse these estimates and successfully identify all 795 unique devices in the dataset. In particular, we also identify 6 devices that submitted multiple times through the app. The results are the same as we obtained from the raw data.

\textsuperscript{6}https://www.mturk.com
\textsuperscript{7}https://prolific.ac
Table 5.4: Comparison of iOS device fingerprints

<table>
<thead>
<tr>
<th># Devices</th>
<th>Fingerprint</th>
<th>Group Size</th>
<th># Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>870</td>
<td>GyroID</td>
<td>1</td>
<td>870</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>391</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Fingerprintjs2</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45</td>
<td>1</td>
</tr>
<tr>
<td>795</td>
<td>MagID</td>
<td>1</td>
<td>775</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>308</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>28</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>AccID</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Fingerprintjs2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
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**MagID.** We also apply the improved approach to fingerprint the magnetometer with the rounding option. After generating the **MagID**, we group devices by their **MagID** and present the results in Table 5.4. In the table, the group size records the number of different devices sharing the same **MagID**. Therefore, a group of size 1 means the device has a unique **MagID** in our dataset. We find that the 10 groups of size 2 are all old device models with a Type I magnetometer, indicating they have a higher chance of collision on **MagID** than others. The reason is that the entropy of the **MagID** for Type I devices is only provided by the scale matrix (i.e., main diagonal of the gain matrix). Nevertheless, the **MagID** is orthogonal to the **GyroID**. Thus, they can be combined together to provide additional entropy.

**AccID.** Similar to the analysis of data collected from the built-in WebView, we use the clustering option in §4.7 to analyse the accelerometer fingerprint and apply MANOVA to identify unique devices. As discussed in §5.2, our attack only applies to older generations of iOS devices. In our dataset, that includes 9 iPhone 4S devices and an iPad 3. We apply our attack on these 10 devices and find that all of them have a unique **AccID**. It is likely that other iOS devices prior to iPhone 4S can also be attacked by our approach, but we do not have data from these devices to confirm it.

**Comparison.** Finally, we compare the **GyroID**, **MagID**, **AccID** with the default configuration of Fingerprintjs2, which utilises font detection, canvas, WebGL, etc. to fingerprint devices. Table 5.4 presents the results and demonstrates **GyroID**, **MagID**, and **AccID** provide more entropy than traditional browser fingerprinting techniques. While **GyroID** is unique for every device in our dataset, 45 out of 135 iPhone 7 devices have the same Fingerprintjs2 fingerprint; these 45 devices are all from the UK. In the case of **AccID**, it identifies all 10 unique devices, while Fingerprintjs2 generates the same fingerprint for two iPhone 4S devices; both devices are from Germany. The results indicate that the Fingerprintjs2 fingerprint may be correlated with a particular handset configuration.

We have also developed a proof-of-concept app for iOS devices with an M-series motion coprocessor. Screenshots of the app is presented in Figure 5.4. The app implements our attack to generate the **GyroID** of the test device. The code is written in Swift 4.1 with XCode 9.4.1. The app collects 100 raw gyroscope samples and attempts to generate the **GyroID**. If it fails (due to intense shaking of the phone) the app automatically collects another 100 raw samples and repeats the process. Overall, it takes about 0.5 seconds to collect 100 gyroscope samples and another 0.01 seconds to generate the **GyroID**. Vigorous movement during extraction may require additional samples, but the task nevertheless completes within a few hundred samples and takes a few seconds. In any case, the
5.4.2 Fingerprinting Google Pixel devices

In general, it is difficult to find many people with a Pixel device via crowdsourcing platforms due to the relatively small market share. Nevertheless, we find most online app testing platforms provide access to Pixel devices. Therefore, we develop an Android app to collect raw motion sensor data and send it back to our server. In a method similar to the one used in our iOS app, our app also embeds a WebView to collect fused sensor data via JavaScript as well as a fingerprint generated by Fingerprintjs2. In addition, the app records the ANDROID_ID that is unique to each combination of the app-signing key, user, and device to identify unique devices in our dataset.

We deploy the Android app on four app testing platforms (listed in §5.3) to collect data from various Android device models. Since we have only confirmed per-device calibration on Pixel phones other than the Pixel 1/1 XL, we focus our analysis on these devices. By the end, we have collected data from 152 unique Pixel devices.

generated GyroID always stays the same. A proof-of-concept webpage and demo videos can be found on the website: https://sensorid.cl.cam.ac.uk/.
Table 5.5: Comparison of Google Pixel device fingerprints

<table>
<thead>
<tr>
<th>Device Model</th>
<th>Fingerprint</th>
<th>Group Size</th>
<th># Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AccID</td>
<td>1</td>
<td>46</td>
</tr>
<tr>
<td>Pixel 2/2 XL</td>
<td>Fingerprintjs2</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AccID</td>
<td>1</td>
<td>61</td>
</tr>
<tr>
<td>Pixel 3/3 XL/3a/3a XL</td>
<td>Fingerprintjs2</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AccID</td>
<td>1</td>
<td>45</td>
</tr>
<tr>
<td>Pixel 4/4 XL</td>
<td>GyroID</td>
<td>1</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>Fingerprintjs2</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>1</td>
</tr>
</tbody>
</table>

Using the raw accelerometer data, we generate the AccID for each device and use clustering to determine whether two devices have the same AccID. We compare the results with Fingerprintjs2 in Table 5.5. For Pixel 4 and 4 XL devices, we also calculate their GyroID and compared it with other fingerprints. As shown in the table, both AccID and GyroID uniquely identifies every Pixel device while multiple devices have the same fingerprint generated by Fingerprintjs2. In particular, 14 out of 45 Pixel 4/4 XL devices have the same Fingerprintjs2 fingerprint. This is likely because the embedded WebView with default configuration does not expose many unique characteristics if two devices are running the same Android version. The fingerprint is likely to have more entropy if Fingerprintjs2 is running in an Android browser. Nevertheless, unlike SensorID, which is a hardware identifier, Fingerprintjs2 cannot track users as they move across Android browsers.

In addition, we have tried to generate the SensorID for each device using the web sensor data collected via JavaScript in the embedded WebView. We then differentiate devices based on their SensorID, generated from the web data, using clustering. We successfully identify all unique Pixel devices by their AccID. For Pixel 4 and 4 XL phones, we are also able to make a distinction between individual devices by their GyroID alone.
5.5 Discussion

In this section, we discuss some possible concerns regarding the validity of this research.

5.5.1 Is SensorID unique for iOS devices?

To study how unique is SensorID, we first study the GYROID of all iOS devices with an estimated nominal gain of 61 mdps. Device models included in this category can be found in Table 4.2. We choose this category for two reasons. First, all device models in this category are modern devices which contain an M-series motion coprocessor and this makes it possible to extract their exact gain matrix. Second, devices with different default gain may have a different GYROID distribution, so we select the larger size group, which contains 693 devices in total. Figure 5.5 presents the distribution of each element in GYROID for the 693 devices. For simplicity, we denote the GYROID as $D \in \mathbb{Z}^{3\times3}$ in the following analysis.
Normal Q-Q plot of D11
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Figure 5.6: Q-Q plot of each element in the GYROID (nominal gain = 61 mdps). If the distribution of a variable is normal, its Q-Q plot should appear linear.

Normality analysis. To test for normality, we first draw the Q-Q plot of each $D_{ij} \in D$ in Figure 5.6. In general, a Q-Q plot would appear linear if the distribution of a variable is normal. As seen in Figure 5.6, 6 out of 9 Q-Q plots do appear linear, which gives us some confidence that these elements are likely normally distributed. We applied both the Kolmogorov-Smirnov test and the Shapiro-Wilk test of normality for each element in $D$. Results show that the off-diagonal elements in $D$ have strong normality, while elements in the main diagonal ($D_{11}, D_{22}, D_{33}$) are rejected by both tests at the 0.05 significance level. Since main-diagonal elements in $D$ correspond to sensor sensitivities, the non-normality is likely because the sensor sensitivities of different device models are centred at different values due to different manufacturing pipelines. Thus, the distribution of these elements should be analysed on a per device model basis. To confirm this, we run a normality test on data from each device model separately we find that the main diagonal elements also show strong normality.
Correlation analysis. To test for correlation, we run the Pearson correlation test on each $D_{ij}$ and find that $D_{12}$ and $D_{13}$ are strongly correlated with $D_{21}$ and $D_{31}$, respectively, at the 0.01 significance level. The scatter plot in Figure 5.7 gives a more intuitive view of the relation between different elements in $D$, where pairs with significant correlation are highlighted in red. Main-diagonal and off-diagonal elements in $D$ respectively correspond to the sensitivity of sensor axes and the non-orthogonality factor between sensor axes. Since non-orthogonality and sensitivity are independent, none of the main-diagonal elements shows a strong correlation to any off-diagonal elements in Figure 5.7. The deviation to nominal sensitivity in one axis due to manufacturing imperfections should also not affect the sensitivity of other axes, and thus main-diagonal elements are not strongly correlated to each other. However, Figure 5.7 shows that $D_{21}$ and $D_{31}$ are strongly correlated to $D_{12}$ and $D_{13}$, respectively. Therefore, we exclude $D_{21}$ and $D_{31}$ from our entropy calculation to avoid over-estimation.
Entropy calculation. We first calculate the entropy of off-diagonal elements in $D$, excluding $D_{21}$ and $D_{31}$. For each off-diagonal element, we estimate the parameters of the normal distribution, including the mean $\mu$ and standard deviation $\sigma$, from the dataset. Technically, it is not a strict normal distribution since each element can only be an integer. Nevertheless, it is a result of rounding, and thus we can still use the normal distribution to estimate the entropy.

In general, the entropy of a discrete random variable $X$, which is denoted as $H(X)$, can be calculated by:

$$H(X) = - \sum_{x_i \in X} P(x_i) \log_2 P(x_i)$$  \hfill (5.1)

where $P(x_i)$ is the probability of $X$ being equal to $x_i$. In our case, we regard the element $D_{ij}$ as the variable $X$. Then, we have $x_i \in \{-65535, \ldots, 65535\}$ because of the 16-bit resolution. Suppose $X \sim N(\mu, \sigma^2)$ with the density function $f(x)$, then we can calculate $P(x_i)$ as follows:

$$P(x_i) = \begin{cases} \int_{x_i-0.5}^{x_i+0.5} f(x) \, dx, & \text{if } x_i \in (-65535, 65535) \\ \int_{-\infty}^{-65534.5} f(x) \, dx, & \text{if } x_i = -65535 \\ \int_{65534.5}^{\infty} f(x) \, dx, & \text{if } x_i = 65535 \end{cases}$$ \hfill (5.2)

By this equation, we calculate the entropy of $D_{12}$, $D_{13}$, $D_{23}$, and $D_{32}$. For main diagonal elements (i.e., $D_{11}$, $D_{22}$, and $D_{33}$), we calculate their entropy on a per device model basis. Here, we use the iPhone 6S as an example to calculate the GyroID entropy because it is the most popular device model in our dataset (127 devices). For these iPhone 6S devices, we adopt a similar approach and apply both Equation 5.1 and Equation 5.2 to calculate the entropy. As a result, we estimate the GyroID for iPhone 6S has about 42 bits of entropy.

By the same analysis, we estimate the entropy of the MagID for iPhone 6S. If adversaries launch the attack using the rounding option (§4.7), each element could have $\pm 1$ uncertainty. In this case, we estimate that the MagID contains about 25 bits of entropy. The MagID should have more entropy if adversaries choose the clustering option. Since we only have 10 old-generation iOS devices that have a distinctive AccID, we do not include AccID into the SensorID entropy calculation. We observe no evidence of a strong correlation between the MagID and GyroID. Therefore, we estimate the SensorID for iPhone 6S has around 67 bits of entropy.

Uniqueness analysis. There were 728M active iPhones worldwide in April 2017 and the iPhone 6S devices accounted for 18% of them [178]. Therefore, there were around 131M iPhone 6S devices. From the birthday problem, we know that the chance of two
iPhone 6S devices having the same SensorID is around 0.0058%, suggesting it is a globally unique device fingerprint. In addition, the SensorID is orthogonal to other fingerprinting techniques. Therefore, adversaries can combine the SensorID with other metadata (e.g., system language) or other fingerprinting techniques (e.g., canvas fingerprinting) to further increase the fingerprint entropy.

**Limitations.** Results from both the Kolmogorov-Smirnov and Shapiro-Wilk normality tests suggest that values in $D$ are consistent with a normal distribution, but it is possible that the actual distribution is not normally distributed in the tail regions. For example, manufacturers may discard sensors that have an extreme value in the gain matrix; this would reduce the available entropy. We therefore need to consider whether non-normal distributions might invalidate our entropy calculations.

Firstly, it is worth mentioning that this kind of rejection policy is unlikely in practice; one of the key benefits of factory calibration is that sensors with anomalous physical gains will still perform well when calibrated. More importantly, the calculation of entropy is dominated by the core shape of the distribution, where we have abundant data. Non-Gaussianity may affect the tails of the distribution, but this would have a negligible effect on the calculated entropy. To give a concrete example: we find all values in $D$ fall inside the range $(\mu - 4\sigma, \mu + 4\sigma)$. If we make the assumption that values outside this range are discarded, we still estimate the SensorID provides around 67 bits of entropy for the iPhone 6S.

A related concern is there could be undetected higher-order correlations between values in $D$. A similar argument applies in this case: the entropy calculation is dominated by the core of the (now multivariate) distribution, where we have abundant data, and where we see no evidence of non-independence. In the tail regions, non-independence might go undetected, but this would have little impact on the calculated entropy.

Ultimately, the calculation of entropy cannot be done with absolute rigour given a finite number of samples from an unknown distribution, but it is still possible to perform a thorough analysis, and significant errors in the estimated entropy of SensorID due to non-Gaussianity or non-independence are very unlikely.

**5.5.2 Factory calibration in Android devices**

Rooted Android handsets provide access to the gain matrix values for the accelerometer and gyroscope in the local file system on boot. We therefore confirm that our distinct estimates for the AccID on two Pixel 3 devices are correct as well as our estimated AccID and GyroID values for a Pixel 4 device. While the magnetometer in the Pixel 3/4 also has a full gain matrix, its values appear to be the same for all devices of the same model and thus does not provide any entropy. The motion sensors in other Android devices may
Table 5.6: SensorID entropy estimation (Google Pixel devices)

<table>
<thead>
<tr>
<th>Fingerprint</th>
<th>Device Model</th>
<th># Devices</th>
<th>Entropy (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AccID</td>
<td>Pixel 2/2 XL</td>
<td>46</td>
<td>~14</td>
</tr>
<tr>
<td></td>
<td>Pixel 3/3 XL/3a/3a XL</td>
<td>61</td>
<td>~12</td>
</tr>
<tr>
<td></td>
<td>Pixel 4/4 XL</td>
<td>45</td>
<td>~25</td>
</tr>
<tr>
<td>GyroID</td>
<td>Pixel 4/4 XL</td>
<td>45</td>
<td>~45</td>
</tr>
</tbody>
</table>

also be factory calibrated. If the calibration is restricted to offsets (i.e., bias compensation) then our approach is ineffective since it targets the gain matrix and cannot recover bias compensation.

We group the Google Pixel devices into three categories: Pixel 2 series (Pixel 2/2 XL), Pixel 3 series (Pixel 3/3 XL/3a/3a XL), and Pixel 4 series (Pixel 4/4 XL). To estimate the entropy of SensorID for vulnerable Pixel devices, we analyse the normality of each value and the correlation between values in the fingerprint for each category. For Pixel 2 and 3 series, the AccID only has non-zero values in the main diagonal ($D_{11}$, $D_{22}$, $D_{33}$), and thus it provides less entropy than that for Pixel 4 series. For devices in the same category, we find all non-zero elements in their calibration fingerprint show strong normality.

We estimate the entropy based on the assumption that adversaries choose to attack using the rounding option, which has $\pm 1$ uncertainty for each element. Results are presented in Table 5.6. In particular, we find off-diagonal elements in GyroID are strongly correlated with off-diagonal elements in AccID in Pixel 4 series devices. This is likely because the accelerometer and gyroscope are integrated into the same chip (LSM6DSR). Therefore, to estimate the entropy of SensorID, the combination of AccID and GyroID, we simply add the entropy provided by the main diagonal variables in the AccID to the entropy provided by the GyroID. As a result, we estimate the SensorID provides around 57 bits of entropy; a precise estimate of entropy is difficult since we only have data from 45 Pixel 4/4 XL devices whereas in our previous study with iOS we used data from 127 iPhone 6S devices. Assuming that our entropy estimate is accurate, and analysing this as an example of the birthday problem, if there are 100 million Pixel 4/4 XL devices in the market, the probability that every device has a globally unique SensorID is around 97%.

5.5.3 Is SensorID correlated with the manufacturing batch?

To answer this question, we first study the correlation between the SensorID and the country of the device, which is inferred from the IP address when a user submits data. We do not find any evidence of strong correction at the 0.05 significance level. In addition, we collect gyroscope data from 25 iOS devices in an Apple Store. Some of these devices have similar serial numbers, which suggests they may come from the same manufacturing
batch. However, the GyroID of these devices differs significantly. Furthermore, there is no significant difference in the GyroID distribution for devices from the Apple Store and for devices that we collect otherwise.

5.5.4 Consistency of SensorID

We have not observed any change in the SensorID of our test devices in the past 16 months. Our dataset includes iOS devices running iOS 9/10/11/12 and Pixel devices running Android 8/9/10. We have tested compass calibration, factory reset, and updating the operating system (before the vulnerability is fixed); the SensorID always stays the same. We have also tried measuring the sensor data at different locations and under different temperatures; we confirm that these factors do not change the SensorID either.

5.5.5 Impact and responsible disclosure

We followed a responsible disclosure procedure and reported this vulnerability to Apple on 3rd August 2018 and Google on 10th December 2018. In particular, we suggested two possible countermeasures. The first is to add a random noise $\epsilon \in \mathbb{R}^{3 \times 1}$, from the uniform distribution in the range $[-0.5, 0.5]$, to each ADC output. The added noise obfuscates the effect of quantisation, making the attack much harder. The second approach we proposed is to round the calibrated sensor output to the nearest multiple of the nominal gain. This approach is more practical to apply since it does not require access to the ADC values.

In iOS 12.2, Apple adopted our suggestion and added random noise to sensor outputs (CVE-2019-8541). In addition, Apple removed access to motion sensors from Mobile Safari by default and in later versions removed motion sensor access from WebKit as well. In Android 11, Google deployed a fix that rounds the motion sensor outputs to the nearest multiple of the nominal gain.

When running an iOS version prior to iOS 12.2, all iOS devices that have motion sensors can be fingerprinted by this approach, including the iPhone XS and iPhone XS Max. A SensorID can be generated by both apps and mobile websites and requires no user interaction. Both mainstream iOS browsers (Safari, Chrome, Firefox, and Opera) and privacy-enhanced browsers (Brave and Firefox Focus) were vulnerable to this calibration-based fingerprinting attack, even with the fingerprinting protection mode turned on. For Google Pixel phones running Android 10, we notice that some privacy-enhanced browsers, including Brave and Tor Browser, do block access to motion sensors by default while others (Chrome, Firefox, Firefox Focus, Opera, and DuckDuckGo) do not. Using a browser that blocks motion sensor access could protect Pixel phone users from this attack when browsing online. A recent study shows that motion sensor data is accessed by 2653 of the Alexa top 100K websites, including more than 100 websites exfiltrating motion sensor
data to remote servers [177]. This is troublesome since it is likely that the SENSORID can be calculated with exfiltrated data, allowing retrospective device fingerprinting. Although the factory calibration fingerprinting attack does not directly apply to iOS devices running iOS 12.2 or later, a dedicated attacker may still be able to extract the fingerprint ($\S$5.6).

### 5.6 Apple’s fix

Apple declined to share the details of the fix deployed in iOS 12.2. Therefore, we reverse-engineer Apple’s fix by studying the gyroscope output in iOS devices with iOS 12.2 or later; we show that the random noise applied does not fully conceal the calibration fingerprint.

#### 5.6.1 Analysis of Apple’s fix

Figure 5.8 presents the histogram of the y-axis data of raw gyroscope output, collected from the same iPhone X running two different iOS versions. In both cases, the device is at rest on a desk. When the device is running iOS 11.4.1, the quantisation in the histogram is clear and we can recover the exact gain matrix ($\S$4.5). To mitigate our attack, Apple added random noise to the gyroscope outputs in iOS 12.2, concealing the quantisation information. Figure 5.8 suggests that the added noise follows a uniform distribution, which is one of the countermeasures we proposed to Apple. However, we notice there are some peculiarities in the noise added.

To figure out the range of the uniform noise applied, we first obtain the gyroscope gain matrix of an iOS device when it is running an iOS version before iOS 12.2. Then, we update the device to the latest iOS version and take 20K gyroscope measurements from the device at 200 Hz when the device is at rest on a desk. We denote the gain matrix as $G$ and these gyroscope outputs as $O$. Then, the underlying bias-corrected ADC outputs $I$ (i.e., $I = A + B$) can be estimated by:

$$\tilde{I} = \text{round}(G^{-1}O)$$

(5.3)

Although the estimated ADC values, $\tilde{I}$, may not be accurate due to perturbation, it still gives us useful insights about the added noise. Furthermore, we can get the noise estimate, $\tilde{N}$, by:

$$\tilde{N} = O - G\tilde{I}$$

By way of an example, Figure 5.9 presents the histogram of the estimated gyroscope noise of an iPhone XS. As shown in the Figure 5.9, the majority of the estimated noise is distributed uniformly in the range $[-1997, 1997] \times 2^{-16}$ dps. The small number of outliers are likely produced due to the inaccurate estimation of the ADC values in Equation 5.3.
We have also tested other iOS devices and observed the same result. This confirms that Apple did not add random noise in the range $[-0.5, 0.5]$ to the ADC values as we proposed but instead added random noise in the range $[-1997, 1997] \times 2^{-16}$ dps to the calibrated signal. Because the width of the random noise is slightly narrower than the sensitivity of some gyroscope axes, it leaks more information than our original proposal. In the case of the iPhone XS in Figure 5.9, the width of the perturbation, 3995, is lower than the sensitivity of all three axes (4012, 4031, and 4016, respectively). Here, we show that we can recover the gain matrix from the noisy data by performing a maximum likelihood search using simulated annealing.

5.6.2 Attack on Apple’s fix

In this section, we first define the objective function to quantify the likelihood of observing the outputs given a gain matrix. Then, we show that the exact gain matrix can be estimated from the objective function using simulated annealing.
5.6.2.1 Objective function

For a candidate gain matrix $\tilde{G}$, we estimate the corresponding bias-corrected ADC outputs $\tilde{I}$ by:

$$\tilde{I} = \text{round}(\tilde{G}^{-1}O)$$

Here, we do not subtract sensor outputs to remove the bias as we did in §4.5 because it would spread the noise (double the noise range) and make the ADC value estimation less accurate. Both $O$ and $\tilde{G}$ are in the units of $2^{-16}$ dps so they only contain integer values. Nevertheless, the estimated $\tilde{I}$ is not guaranteed to be correct due to the perturbation, which is why we observed a few outliers in Figure 5.9.

Then, we estimate the clean gyroscope outputs (i.e., without added noise) by:

$$\tilde{O} = \tilde{G}\tilde{I}$$

And the offset between the estimated outputs $\tilde{O}$ and observed outputs $O$ can be calculated by:

$$\Delta = O - \tilde{O}$$

Since the added noise is uniformly distributed in the range $[-1997, 1997] \times 2^{-16}$ dps, any offset beyond this range is caused by either an incorrect gain matrix (i.e., $\tilde{G} \neq G$) or
incorrect ADC estimations (i.e., \( \tilde{I} \neq I \)). To quantify the error in each data sample, we define the following error function:

\[
 f(\Delta_i) = \sum_{\delta \in \Delta_i} \max(|\delta| - 1997, 0)
\]

Furthermore, we define the range-related likelihood function for each data sample as follows:

\[
 l_r(\Delta_i) = \exp\left(-\frac{f(\Delta_i)}{T}\right)
\]

where \( \exp(\cdot) \) is the natural exponential function and \( T \) is the temperature variable used in simulated annealing that decreases over iterations.

Although the likelihood function \( l_r(\Delta_i) \) penalises data samples with an offset beyond the added noise range, it does not give us any information about the distribution of data within the range. In general, the ADC outputs of the gyroscope in every axis follow a normal distribution when the device is resting on a platform such as a desk (as shown in Figure 5.8). If the device has moved during the data collection, we can use a stationary position filter to get the segments with stationary measurements. Therefore, we can fit a normal distribution \( N(\mu_a, \sigma_a) \) to \( \tilde{I}_a \) for each axis \( a \in \{x, y, z\} \). Then, based on the normal distribution, we can calculate the distribution-related likelihood function, \( l_d(I_i) \), by:

\[
 l_d(I_i) = \prod_{a \in \{x,y,z\}} p_a(I_{ia})
\]

where \( p_a(\cdot) \) is the probability density function of the normal distribution \( N(\mu_a, \sigma_a) \) and \( I_{ia} \) is the output \( I_i \) in the axis \( a \).

Finally, we define our objective function \( L(O|\bar{G}) \) as a negative log likelihood function:

\[
 L(O|\bar{G}) = -\sum_{i=1}^{N} \log(l_r(\Delta_i)l_d(I_i))
\]

where \( N \) is the number of gyroscope outputs. Then, the true gain matrix can be estimated by the following equation:

\[
 G = \arg \min_{\bar{G}} L(O|\bar{G})
\]

5.6.2.2 Simulated annealing

Simulated annealing is a probabilistic technique for solving optimisation problems and is often used in the presence of large numbers of local optima (§2.6). Since the objective function in Equation 5.4 is highly non-smooth, we use simulated annealing to solve this optimisation problem.

First, we set the initial state of the candidate gain matrix to the nominal value (i.e.,
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\( \tilde{G}^0 = G_0 \) and the temperature parameter \( T \) to 10. The temperature \( T \) will decrease in each iteration and finishes at 0.1. Then, we calculate the objective function \( L(O|\tilde{G}^0) \) and denote its value as \( L^0 \).

In each following round \( t \), we propose a new candidate gain matrix by adding a random perturbation to the previous state:

\[
\tilde{G}^t = \tilde{G}^{t-1} + \text{round}(\sigma^t R^t)
\]  

Here, \( R^t \) is a 3-by-3 matrix that contains random floating-point values sampled from a standard uniform distribution at round \( t \). We also use a step parameter \( \sigma^t \) to control the step size at each round; its initial state is set to 5 (i.e., \( \sigma^0 = 5 \)) to allow bigger steps in the beginning.

Then, we calculate the objective value \( L^t \) and compare it with the previous objective value \( L^{t-1} \). If \( L^t \) is lower than \( L^{t-1} \), we always accept the proposal and keep \( \tilde{G}^t \) as the latest estimate of gain matrix. Otherwise, we choose to accept \( \tilde{G}^t \) or keep \( \tilde{G}^{t-1} \) probabilistically to prevent getting stuck in a local minimum. If the proposal is accepted, we also keep the corresponding object value (i.e., \( L^t = L^{t-1} \)) and increase the step size slightly (e.g., \( \sigma^{t+1} = \sigma^t \times 1.05 \)) to allow faster exploration. Otherwise, the step size will be decreased slightly (e.g., \( \sigma^{t+1} = \sigma^t / 1.05 \)) to help finding the minimum. We also set a lower bound for \( \sigma^t \) at 0.7 to prevent the step size being too small to update the candidate gain matrix in Equation 5.5.
5.6.3 Results and discussion

We test the algorithm on our iPhone XS handset; the GyroID of this iPhone XS is:

\[
\begin{bmatrix}
14 & -36 & -11 \\
11 & 33 & 22 \\
-4 & -25 & 18
\end{bmatrix}
\]

In particular, we first collect 50K gyroscope samples from the device at 200 Hz when it is stationary. We run our algorithm on this data for 5K iterations and present the result in Figure 5.10. The figure shows the estimated GyroID stabilises after round 3383; the stabilised GyroID is the same as the one we estimated before noise was added. We have also tested the algorithm on an iPhone X and we are also able to recover the exact gain matrix using the same approach and setup.

The experiments show that Apple’s fix is still susceptible to probability-based attacks. However, we find that the attacker would need at least 50K data samples. Since the sampling frequency of the gyroscope in recent iOS devices is 200 Hz, this means the attacker would need to collect gyroscope measurements for at least 4.2 minutes when the device is resting on a platform. In addition, the attack we proposed is also computation-intensive and thus it is unlikely to be implemented directly inside a mobile app. These restrictions make the attack less practical. Since Apple has also removed access to motion sensors from Safari and Webkit, such an attack can now only be conducted via an app.

Even if Apple had adopted our proposed mitigation of adding uniform noise in the range \([-0.5, 0.5]\) to ADC outputs, this maximum likelihood estimation based attack would still work. However, the attacker would need even more samples. A better-designed noise scheme may enhance security further, but it might be harder to implement in mobile devices and could degrade user experience.

5.7 Summary

In this chapter we investigated the performance of factory calibration fingerprinting attack on both iOS and Android devices. Using iPhone 6S as an example, we showed that the GyroID contains about 42 bits of entropy and the MagID provides an additional 25 bits of entropy. Furthermore, we demonstrated that the combination of the MagID and GyroID is very likely to be globally unique for the iPhone 6S and does not change on factory reset or after a software update. For older generations of iOS devices, such as the iPhone 4S and iPad Mini, we can further extract the AccID and use it to provide extra entropy. In addition to iOS devices, we also conducted a large study of popular Android device models in the market and found that all Google Pixel phones except for the
Pixel 1/1 XL can be fingerprinted by our attack. We estimated the SensorID entropy for each vulnerable Pixel model and showed that it provides approximately 57 bits of entropy for the Pixel 4/4 XL. Recently, we analysed Apple’s fix to our attack and showed it is still possible to extract the GyroID even after the fix, although doing so would require significantly more data and computation power. Since it is no longer possible to access the motion sensors in iOS browsers, the opportunity to launch this attack is restricted to installed apps.

Although this work mainly targets the motion sensors found in mobile devices, the concept of a factory calibration fingerprinting attack is widely applicable. The contribution of this work lies not just in discovering and fixing a vulnerability, but in raising awareness of the privacy implications of a widely deployed industrial practice and encouraging future studies in this area. Mobile devices are integrated with an increasing number of sensors. Future researchers can use a similar approach to this work to determine whether a sensor is factory calibrated and design corresponding algorithms to recover these calibration parameters. In addition, our entropy analysis of the calibration fingerprint provides a reference for future entropy estimation applications. We expect future research will successfully perform factory calibration fingerprinting attacks on other types of sensor.
CHAPTER 6

CONCLUSION

The unique identification of software and hardware components has important implications for the privacy and security of mobile platforms. This dissertation makes significant contributions to this research topic by providing novel and practical algorithms to generate reliable software and hardware fingerprints. The focus was on two aspects: a reliable software library fingerprinting tool that is resilient against code obfuscation, and a practical hardware device fingerprint that allows tracking users across apps and websites.

We focused our study of library fingerprinting on the Android platform due to the availability of well-established analytical tools. This stream of work can not only help to improve the accuracy of app clone detection but also to detect the use of vulnerable libraries and software license violation. In reference to the research questions about library fingerprinting listed in Introduction, our work provided the following insights:

- How to reliably identify third-party Android libraries when a large portion of library code is deleted and when package modifications are applied?
  
  In Chapter 3 we presented LibID, a library fingerprinting tool that is more resilient to code shrinking and package modification than state-of-the-art tools. This is achieved by exploiting class dependencies and designing novel processes such as relation pruning and ghost hunting to alleviate the interference of non-library code. We showed that the library fingerprinting problem can be formulated using binary integer programming models. LibID is able to identify specific versions of third-party libraries in candidate apps through static analysis of app binaries coupled with a database of third-party libraries.

- How does our library fingerprinting solution compare with existing studies?
  
  Several library fingerprinting approaches have been proposed to detect third-party libraries used in an Android app. However, in Chapter 3 we demonstrated these techniques are not robust against popular code obfuscators, such as ProGuard that
is used in nearly half of popular apps on the Google Play store. For evaluation, we proposed a novel approach to generate synthetic apps to tune the detection thresholds. Then, we used F-Droid apps as the ground truth to evaluate LibID under four different obfuscation settings. LibID achieved an $F_1$ score of more than 0.5 in all cases while prior work is below 0.25.

- **How common do popular Android apps use known vulnerable libraries?**

By way of an example, we applied LibID to detecting the use of vulnerable OkHttp libraries in 3958 most popular apps on the Google Play Store. After a year of the vulnerability being disclosed, we found 393 apps still used a vulnerable version of the OkHttp library, including three of Google’s apps. We sent emails to relevant app developers and only 22 non-automatic replies have been received.

We also looked for a better device fingerprinting approach. Mobile devices typically contain a vast array of sensors from accelerometers and GPS units, to cameras and microphones. Data from these sensors is accessible to application programmers to build context-aware applications. Good sensor accuracy is often crucial, and therefore manufacturers often use per-device factory calibration to compensate for systematic errors introduced during manufacture. In Introduction, we have raised a few research questions about fingerprinting devices by the factory calibration. In summary, our work provided the following answers to these questions:

- **How to practically recover the factory calibration parameters of sensors from their output?**

In Chapter 4 we presented a new type of fingerprinting attack on sensor data: factory calibration fingerprinting. A factory calibration fingerprinting attack infers the per-device factory calibration data from a device by careful analysis of the sensor output alone. Such an attack does not require direct access to any calibration parameters since these are often embedded inside the firmware of the device and are not directly accessible by application developers. We demonstrated the potential of this new class of attack by performing factory calibration fingerprinting attacks on motion sensors found in iOS and Android devices. These sensors were good candidates because access to these sensors did not require any special permissions, and the data can be accessed via both a native app installed on a device and also by JavaScript when visiting a website on a smartphone. We were able to perform a very effective factory calibration fingerprinting attack: our approach requires fewer than 100 samples of sensor data and takes less than one second to collect and process into a device fingerprint that does not change over time or after a factory reset.
What smartphone models are vulnerable to the factory calibration fingerprinting attack?

In Chapter 4 we have proposed an approach to check if a motion sensor is factory calibrated based on its output. Applying this approach, we surveyed the accelerometer, gyroscope, and magnetometer in iOS devices and summarised device models that are vulnerable to the factory calibration fingerprinting attack for each sensor type in Chapter 5. We found that our attack applies to at least one type of motion sensors for every iOS device we have tested. In addition, we collected motion sensor data from 146 popular Android device models and confirmed that the accelerometer and gyroscope in several Google Pixel models can also be fingerprinted by our attack.

How unique are the calibration parameters and how does it compare with existing motion sensor-based device fingerprinting studies?

In Chapter 5 we demonstrated that our approach is very likely to produce a globally unique fingerprint for iOS devices, with an estimated 67 bits of entropy in the fingerprint for iPhone 6S devices. In addition, Google Pixel phones can also be fingerprinted by our approach and the fingerprint has about 57 bits of entropy for the Pixel 4/4 XL. In both cases, the factory calibration-based fingerprint provides more entropy than the device fingerprint generated by previous work, which has at most 13 bits of entropy.

To protect users from the factory calibration fingerprinting attack, we suggested two countermeasures to Apple and Google that have little impact on user experience. We later analysed Apple’s fix and found that while it is still possible to extract the exact fingerprint after the fix, the attack is less practical due to its cost. This analysis also shows it is difficult to remove unique device fingerprints without compromising user experience. For instance, blocking apps’ access to motion sensors would stop our attack but it would also affect the normal functioning of many apps. Manufacturers could also choose to not factory calibrate their sensors but then the sensor readings will be less accurate. Moreover, because there are idiosyncrasies across different sensors due to manufacturing imperfections, adversaries can still exploit these differences to identify individual sensors even if the factory calibration has not been applied. Apart from motion sensors, studies have shown that a distinctive device fingerprint can also be generated from other types of hardware (§2.3.3). Nevertheless, as demonstrated in this dissertation, it is often viable to increase the cost of launching a fingerprinting attack without sacrificing much usability. We recommend manufacturers and vendors integrate mitigation methods to thwart calibration fingerprinting attacks in current and future products.

Our work shows that reliable software and hardware fingerprints can be generated through careful mathematical formulation and reasoning. Compared with prior work, our
methods are easy to explain and interpret and have better performance when code obfuscation and factory calibration apply. By disclosing the factory calibration fingerprinting attack to relevant vendors and notifying app developers of the use of vulnerable third-party libraries, our work has made practical contributions to enhancing the privacy and security of mobile platforms.

6.1 Future research

Despite its merits, our work is not without its limitations. For example, our library fingerprinting approach may not be robust against more advanced code obfuscation techniques and our method for estimating the entropy of the calibration fingerprint does not detect higher-order correlations. Future research can improve the work presented in this dissertation by addressing these problems. Based on our research, future work may also want to investigate the following topics:

Library fingerprinting in pre-installed Android apps. Android device vendors often include a set of pre-installed apps in the firmware. Although some of these apps are essential for the normal functioning of the device, many of them are not. These apps typically have system privileges and cannot be uninstalled by the user. Despite being pervasive, pre-installed apps have largely avoided the scrutiny of researchers because they are often not available on Google Play and are typically assumed to be trusted as they are chosen by the device vendor. However, recent studies have shown that there are a variety of privacy and security issues in these apps. In particular, Gamba et al. collected and analysed pre-installed Android apps from more than 200 vendors via crowdsourcing [179]. Their analysis uncovered that user tracking is pervasive in pre-installed Android apps. Elsabagh et al. extracted pre-installed apps directly from 2017 Android vendor firmware images and their study uncovered 850 unique privilege-escalation vulnerabilities in these apps [180]. In this dissertation we have shown that third-party libraries are popular in Android apps and many apps use a vulnerable version of these libraries. Nevertheless, the usage of third-party libraries in pre-installed apps is largely unexplored. Future work can apply library fingerprinting tools, such as LibID, to study the popularity of third-party libraries in pre-installed apps. Most of the pre-installed apps can only be updated via Over-The-Air (OTA) updates which are less frequent. Future work can also investigate how often do developers update the third-party libraries in these apps.

Factory calibration fingerprinting other sensors. So far we have only investigated the possibility of fingerprinting mobile devices using the factory calibration parameters of their motion sensors. We prioritized these sensors because they are pervasive in modern
mobile devices and require no special permission to access. In addition, the calibration of these sensors follows a linear model which makes it possible to recover the exact calibration matrix. However, the idea of a calibration fingerprint attack is widely applicable. We anticipate factory calibration information used in other embedded sensors may also be recovered and used as a fingerprint, and therefore we expect future research will successfully perform factory calibration fingerprinting attacks on other types of sensor. For example, digital cameras have a rich set of factory calibration information, including distortion coefficients and intrinsic and extrinsic matrices. If this information can be recovered precisely, it may be able to uniquely fingerprint a digital camera. On Google Pixel 3 and 4 devices, we found these factory calibration parameters are also recorded in files that require root permission to access. Factory calibration fingerprinting may also be used to identify the source camera of a particular image if these calibration parameters can be extracted directly from digital images.

**Fingerprinting uncalibrated sensors.** As discussed in §5.3, we have found that motion sensors in many Android devices are not per-device factory calibrated. Therefore, our factory calibration fingerprinting does not apply to these sensors. Nevertheless, it is still possible to fingerprint Android devices using a calibration-based scheme. In particular, since manufacturing imperfections are inevitable, uncalibrated sensors are likely to give a more diverse range of outputs given the same input than a calibrated sensor. This diversity may allow us to calibrate these sensors in a mobile app. For example, Grammenos et al. have proposed a calibration scheme for the accelerometer and gyroscope in Android devices that does not require any user interaction [164]. Once the calibration matrices are estimated, they can be used as a sensor fingerprint to identify the device. However, due to the lack of high-precision calibration equipment, estimating the calibration matrix of a sensor at different times may produce slightly different results. Therefore, practical attacks would need to use either a clustering- or a rounding-based approach to identify a particular device uniquely.
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