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Abstract

Drug discovery follows a design-make-test cycle of proposing drug compounds, synthesising them, and measuring their bioactivity, which informs the next cycle of compound designs. The challenges associated with each step lead to the long timeline of preclinical pharmaceutical development. This thesis focuses on how we can use machine learning tools to accelerate the design-make-test cycle for faster drug discovery.

We begin with the design of new compounds, looking at the initial stage of fragment-based hit finding where only the 3D coordinates of fragment-protein complexes are available. The standard approach is to “grow” or “merge” nearby fragments based on their binding modes, but fragments typically have low affinity so the road to potency is often long and fraught with false starts. Instead, we can reframe fragment-based hit discovery as a denoising problem - identifying significant pharmacophore distributions from an “ensemble” of fragments amid noise due to weak binders - and employ an unsupervised machine learning method to tackle this problem. We construct a model that screens potential molecules by evaluating whether they recapitulate those fragment-derived pharmacophore distributions. We show that this approach outperforms docking in distinguishing active compounds from inactive ones on historical data. Further, we prospectively find novel hits for SARS-CoV-2 Mpro and the Mac1 domain of SARS-CoV-2 non-structural protein 3 by screening a library of 1 billion molecules.

After identifying hit compounds, we enter the hit-to-lead stage where we wish to optimise their molecular structures to improve bioactivity. Framing bioactivity modelling as active/inactive classification would not allow us to rank compounds based on predicted bioactivity improvement, while the low number of active compounds and the measurement noise make a regression approach challenging. We overcome this challenge with a learning-to-rank framework via a classifier that predicts whether a compound is more or less active than another using the difference in molecular descriptors between the molecules as input. This allows us to make use of inactive data, and threshold the bioactivity differences above measurement noise. Validation on retrospective data for Mpro shows that we can outperform docking on ranking ligands, and we prospectively screen a library of 8.8M molecules and arrive at a potent compound with a novel scaffold.

Throughout the entire course of drug discovery, one needs to find a synthesis route to actually make the molecule. An exciting approach is to use deep learning models trained on
patent reaction databases, but they suffer from being opaque black boxes. It is neither clear if the models are making correct predictions because they inferred the salient chemistry, nor is it clear which training data they are relying on to reach a prediction. To address this issue, we developed a workflow for quantitatively interpreting a state-of-the-art deep learning model for reaction prediction. By analysing chemically selective reactions, we show examples of correct reasoning by the model, explain counterintuitive predictions, and identify Clever Hans predictions where the correct answer is reached for the wrong reason due to dataset bias.

Testing a drug candidate typically involves obtaining a pure sample of the molecule, and then measuring its bioactivity in solution via an assay. While necessary for maximum accuracy, compound purification can be time-consuming and costly. We investigated whether we needed compound purification at all for training machine learning bioactivity models by assaying crude reaction mixtures instead of pure samples. This approach allowed us to obtain bioactivity data in higher throughput and train useful models for the identification of false negative assay measurements, as well as prospective screens.

The research presented in this thesis highlights the promise of applying machine learning in accelerating the design-make-test cycle of drug discovery. This thesis concludes by outlining promising research directions for applying machine learning within drug discovery.
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Preface

Chapter 1 introduces the design-make-test cycle in drug discovery and the promise of machine learning (ML) for accelerating the process.

Chapter 2 gives an overview of molecular featurisation and computational methods which are used in this thesis. COVID Moonshot, a drug discovery initiative that much of this thesis is a part of, is also introduced.

In Chapter 3 starts at the hit-finding stage of drug discovery, and we discuss the usage of unsupervised learning for modelling the 3D distribution of pharmacophores in fragment-protein complexes. This work resulted in the following preprint (manuscript under review):

William McCorkindale, Ivan Ahel, Haim Barr, Galen J. Correy, James S. Fraser, Nir London, Marion Schuller, Khriesto Shurrush, Alpha A. Lee. Fragment-Based Hit Discovery via Unsupervised Learning of Fragment-Protein Complexes.

In this work, I implemented the model and conducted the computational validation and virtual screening. Dr Ivan Ahel, Dr Haim Barr, Dr Khriesto Shurrush, and Prof Nir London performed bioactivity assays of ligands against SARS-CoV-2 Mpro. Dr Galen Correy and Prof James Fraser obtained X-ray crystallographic structures of ligand-bound structures to SARS-CoV-2 nsp3-Mac1. Dr Marion Schuller performed bioactivity assays of ligands against nsp3-Mac1. Dr Alpha A. Lee supervised the work.

Chapter 4 brings us to the hit-to-lead stage where modelling bioactivity becomes possible, and we discuss using a model that learns to rank molecules pairwise by activity. This work resulted in the following publication:


In this work, I developed the ranking model and constructed the screening library. Aaron Morris evaluated the model and generated compound synthesis routes. Dr John D. Chodera
performed docking calculations. Prof Nir London performed bioactivity assays of ligands against SARS-CoV-2 Mpro. Dr Nir Drayman and Prof Savaş Tay performed OC43 live virus assays. Dr Alpha A. Lee supervised the work.

In Chapter 5 we quantitatively explain predictions from deep learning models used for chemical reactions prediction, revealing model biases due to shortcomings in the training data. This work resulted in the following publication:


I worked jointly with Dávid Kovács on this work which he completed as part of his MPhil research project under Dr Alpha A. Lee. We contributed equally to model development. Dávid Kovács trained the models and analysed the model attributions for various reaction classes. I applied reaction templates for data analysis and artificial dataset generation and investigated model performance under Tanimoto splitting. Dr Alpha A. Lee supervised the work.

Chapter 6 discusses the training of ML models on high-throughput bioactivity measurements from crude reaction mixtures instead of purified compounds. This research was carried out in collaboration with Dr Emma King-Smith, Mihajlo Filep, Prof Nir London, and Dr Alpha A. Lee. In this work, I implemented the random forest model and constructed the screening library. Dr Emma King-Smith implemented the gaussian process model and cleaned the experimental data. Mihajlo Filep performed bioactivity assays against SARS-CoV-2 Mpro. Dr Alpha A. Lee and Prof Nir London supervised the work.

The final chapter summarises the research presented and discusses promising directions for future research.

During the course of this thesis, several fruitful collaborations have also led to the following publications. These are not discussed in detail within this dissertation.


Ryan-Rhys Griffiths, Jake L Greenfield, Aditya R Thawani, Arian R Jamasb, Henry B Moss, Anthony Bourached, Penelope Jones, William McCorkindale, Alexander A Aldrick, Matthew J Fuchter, and Alpha A. Lee. Data-driven discovery of
molecular photoswitches with multioutput Gaussian processes. *Chemical Science* volume 13 (45), Article number: 13541-13551 (2022)
Chapter 1

Introduction

The design of a new pharmaceutical treatment for a disease is a complex process involving many stages. Breakthroughs in medical research have enabled a wide variety of different treatment modalities ranging from vaccines to gene therapy, tailored for different diseases - in this thesis, we will narrow our scope to small-molecule drugs, which remain the most common form of treatment for a wide variety of diseases. The development of a new small molecule drug begins with the identification of a target, which is a protein or other biomolecule that plays a role in the disease’s biochemical mechanism of action. Afterwards, a ‘hit’ compound, which is a small molecule that binds to the target with relatively weak potency, is found as the starting point for a drug design campaign. This brings us to the ‘hit-to-lead’ stage where modifications to the hit are performed to identify a lead compound, which is a small molecule that is potent against the target at very low concentrations. The lead is then optimized to improve its other molecular properties such as target selectivity, solubility, and toxicity. Finally, the development candidate is taken into preclinical studies and clinical trials to determine its safety and efficacy in humans.

The stages between target identification and development candidate nomination traditionally follow the design-make-test paradigm, where molecules are repeatedly proposed, synthesized, and assayed (Figure 1.1). Drug candidates are designed based on some hypothesis relating chemical structure to bioactivity/molecular properties, which gets updated in light of new activity results. This cycle repeats as the molecular search space narrows down until a candidate molecule satisfies the necessary bioactivity/selectivity/toxicity criteria.

Fully completing a drug design campaign from target identification to preclinical studies can be very time-consuming and costly, and there is a pressing need to reduce the time and cost of the drug discovery process to enable faster development of new treatments.

Computational methods offer a promising avenue to accelerate the drug discovery process by automating the design-make-test cycle. The dream of replacing slow and expensive experiments
Fig. 1.1 Schematic illustration of the design-make-test cycle in drug discovery. Computational methods have potential to accelerate the ‘design’ and ‘make’ steps via QSAR, generative models, and computer-aided synthesis planning.

with fast and cheap predictive algorithms is not a new one, and continuous progress has been made in this direction over the past few decades. Recently, there has been a huge surge in applying machine learning (ML) methods to drug design following its success in various other fields, most notably computer vision and natural language processing.

The application focus for these ML methods has been on the ‘design’ and ‘make’ parts of the cycle, where they have outperformed traditional approaches on a variety of tasks from property prediction to synthesis route planning, and efforts are underway to use ML models to replace aspects of decision-making conventionally done by humans, such as the design of drug candidates.

Much of the progress in this area comes from adapting the latest state-of-the-art algorithms from the ML literature, and while this is a good starting point, it is not sufficient to fully leverage the potential of ML in drug discovery. The quantity and structure of data that is available in drug discovery are very different from that conventionally found in ML applications, and it is necessary to confront this fact and tailor ML models specifically for the unique problems and situations faced in pharmaceutical chemistry to drive the development of computational tools that truly suit our needs for accelerating the drug discovery process.

This is the key challenge that we shall explore in this thesis - how we can leverage data-driven approaches based on machine learning in the design-make-test cycle, grappling with the practical difficulties of a drug discovery campaign where we must make full use of the limited data available.
Design

The ‘Design’ stage can be broken down into two challenges: (i) predicting the property of a compound from its structure, and (ii) using that predictive model to propose a set of new compounds that are likely to have the desired property. The first challenge has historically been very well-studied: As stated by Alexander Crum Brown in 1868, the “physiological response of a compound is merely a function of its chemical constitution” [1] - chemists have been endeavoring to define this function, and predict the properties of compounds without synthesizing them since.

A milestone in the field was made by Hansch and Fujita in 1962 in defining Quantitative Structure-Activity Relationship (QSAR) equations. These were manually defined mathematical models that could be used to predict molecular properties such as the octanol/water partition coefficient (logP) and biological activity, from descriptor coefficients derived from molecular structure [2, 3].

Coincidentally, the field of artificial intelligence (AI) was also born in the late 1950s/1960s and the potential of applying computational methods to chemistry was recognized early on with the Dendral system in 1965, which assisted chemists in interpreting mass spectrometry data [4]. Dendral is not only recognised as the first formal application of AI to chemistry but also as the first expert system since it was capable of automating some tasks of organic chemists and thereby improving decision-making.

Further research into applying AI in chemistry greatly decreased following the general collapse in AI research from the 1970s onwards, and afterwards the workhorse for computational methods in drug design has been the use of simulations. Advances in computational processing power and the availability of protein-ligand crystal structures led to the development and use of techniques such as molecular docking, molecular dynamics, and free energy perturbation (FEP) [5]. The success of these methods has cemented the role of computational tools in drug discovery, and they remain in extensive use today.

The breakthroughs of machine learning in other fields such as image recognition and natural language processing in the 21st century have led to a resurgence of interest in applying these methods to drug discovery. The victory of a neural network model in the Merck molecular activity challenge [6] set in motion active research into the application of deep learning for molecular property prediction which continues to this day.

Much of this research consists of translating the latest state-of-the-art algorithms from the ML literature and applying them to the same retrospective QSAR model benchmarks repeatedly to compare performance between different models. While this has undeniable value in quantitatively driving the development of improved models, by focusing only on retrospective benchmarks and avoiding prospective deployment, model developers overlook
the unique challenges faced in real-world drug discovery and the practical needs of the end user [7].

This thesis addresses this in two places. In Chapter 3 we look at how to leverage fragment-protein structures from a crystallographic fragment screen to perform hit discovery in the absence of any bioactivity data via an unsupervised learning approach. Moving onwards to the early hit-to-lead stage, where bioactivity data is limited, noisy, and dominated by inactive molecules, in Chapter 4 we use a learning-to-rank framework to make use of inactive data and overcome experimental noise.

Once a predictive model is obtained, the next step of ‘Design’ is to propose a set of new compounds for synthesis and testing. Traditionally this is done by applying the predictive model to a library of compounds (either commercially available or constructed by human experts) and selecting the top-scoring compounds. However, this approach is limited by the coverage of the library, and vast chemical space remains unexplored. Generative deep learning models have been proposed as an alternative approach, where a neural network that can generate novel compounds is combined with a predictive model for exploring chemical space. This approach has shown to be successful for several toy problems and offers an interesting alternative to traditional library screening, particularly in the context of intellectual property [8]. However, even for toy examples, it has been shown that imperfections in the predictive model are exploited by the generative model to generate flawed compounds [9]. This is a problem that will be exacerbated in a real-world use case, and it is clear that improving predictive modelling of molecular properties is the fundamental bottleneck to successful ‘Design’.

Make

After proposing a set of compounds, the next step is to synthesize them - the central focus of the field of synthetic organic chemistry. Designing a set of chemical reactions that transform a set of starting materials into a target molecule is approached via retrosynthetic analysis, a concept introduced by E.J. Corey [10]. In this approach, the target molecule is progressively simplified into precursor molecules until commercially available compounds are reached. This logical approach paved the way for the successful synthesis of many complex molecules, for which Corey was awarded the Nobel Prize in Chemistry in 1990 [11].

In addition to introducing the concept of retrosynthetic analysis, Corey was also a pioneer in applying computational methods to support the design of synthetic routes [12]. By utilising computers to search databases of available compounds as well as previously recorded chemical reactions instead of relying on the necessarily limited experience and domain knowledge of
individual chemists, computational tools allowed the design of shorter, more efficient synthesis routes.

Modern-day approaches build on this work, employing deep learning models instead. By taking advantage of vast repositories of reaction data held in public and proprietary databases as well as ever-growing libraries of commercially available building blocks, ML models for synthesis planning have found significant success in determining synthetic tractability as well as synthesis planning [13]. Indeed, recent state-of-the-art models have demonstrated their effectiveness through a variation of the Turing test, where computationally designed synthesis routes compete well against those from expert human organic chemists [14].

While there remain limitations on predicting subtle selectivities and reaction yields, it is generally accepted that ML models can predict the major products of robust reactions that are well-represented in public datasets. This has led to their increasing deployment and use in industry [15].

However, deep learning-based reaction prediction models critically suffer from a lack of interpretability. Their black-box nature means it is neither clear if the models are making correct predictions because of correct reasoning, nor is it clear what training data and biases they are relying on to reach a prediction [16]. As these models are made more and more available to non-expert end users, it is increasingly important to understand the decision-making of these models in order to avoid incorrect predictions and drive the development of more robust models. To address this, in Chapter 5 we showcase a workflow for explaining the reasoning of reaction prediction models.

Test

The major focus of machine learning approaches to property prediction has been on improving performance on retrospective datasets, typically involving curated biological activity data obtained from biochemical assays. A great deal of effort is spent on improving molecular representation and the predictive performance of these models, but relatively little thought is given to how this experimental data is generated, and the Test step of the drug discovery process is largely treated as a black box.

In reality, different biochemical assay techniques have different accuracies and idiosyncrasies and the data generated from different assays should not be modelled equally [17]. Innovative experimental techniques such as phenotype screening [18], DNA-/Peptide-encoded libraries [19, 20], and high-throughput mass spectrometry [21] are being developed and there are exciting opportunities to apply machine learning methods for the interpretation of these new forms of experimental data.
Beyond just developing ML models to learn this kind of data, there is great potential in engaging with experimentalists to more tightly integrate ML with experimental techniques for the design of ML-centric design-make-test workflows. We explore this in Chapter 6 where we apply machine learning to crude bioactivity data from nanomolar-scale high-throughput chemistry.
Chapter 2

Background

2.1 Molecular Representation

2.1.1 SMILES

The simplified molecular-input line-entry system (SMILES) \cite{22, 23} is a widely-used text-based description of molecular structure, developed to store chemical data in a computer-readable format. In SMILES strings, atoms are represented with their chemical symbols, and aromatic atoms are denoted in lowercase. Special characters are utilised to fully specify the chemical structure of a molecule following specific rules. For example, the characters $=$ and $#$ are used to represent double and triple bonds, @ characters are used to denote chirality, and \ and / characters specify local double bond configurations (see Table 2.1 for examples). Parentheses are used to denote 'branches' in the chemical structure, and cyclic substructures are encoded by breaking a single bond in the ring and labelling the matching atoms with numbers (Fig. 2.1).

Following these rules, a SMILES string is constructed by traversing the nodes of the molecular graph. Depending on the choice of starting node and traversal route there are often multiple valid SMILES representations per molecule, especially for larger molecules. In order to define a single unique SMILES representation for a molecule, known as the ‘canonical’ SMILES, a deterministic algorithm is used to choose the starting node and traversal route.

Reaction SMILES are a simple extension of SMILES for specifying chemical reactions. Reaction SMILES strings are constructed by placing a $>$ character between the SMILES strings of reactants, reagents, and products. If multiple molecules participate in the reaction, their SMILES strings are separated by a period (.) character.

The text-based nature of SMILES strings as well as its expressiveness in encoding the molecular graph alongside stereochemistry results in its widespread use for storing chemical data. In the context of machine learning, the vast majority of molecular datasets where ML
Table 2.1 Example SMILES strings Using a variety of characters for specifying bond character and rings, SMILES strings can easily describe chemical structure and are useful in many applications.

<table>
<thead>
<tr>
<th>SMILES</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>CH$_4$</td>
</tr>
<tr>
<td>[Fe2+]</td>
<td>Fe$^{2+}$</td>
</tr>
<tr>
<td>C=O</td>
<td>CH$_2$O</td>
</tr>
<tr>
<td>C#N</td>
<td>HCN</td>
</tr>
<tr>
<td>CCN(CC)CC</td>
<td></td>
</tr>
<tr>
<td>CC1=CC(CCC1)Br</td>
<td></td>
</tr>
</tbody>
</table>

Models are used will have molecules represented as SMILES strings. For example, the ESOL dataset consists of 1128 SMILES strings alongside the measured solubility value for each molecule [24], while USPTO consists of 480k reaction SMILES strings [25]. For text-based ML models such as the Molecular Transformer (see chapter 5), the SMILES strings are directly input to the model, while for other types of models, the SMILES strings will be further processed to generate the necessary input features.

While SMILES is by far the most widely used text-based representation of molecules, other representations have been developed and are in use to address some shortcomings in SMILES. For example, the International Chemical Identifier (InChI) [27] string representation, which has a hierarchical construction for specifying tautomeric/stereochemical/charge states, allows greater precision and flexibility in querying molecules from large chemical databases. Another example is SELF-referencing Embedded Strings (SELFIES) [28] which is constructed such that every SELFIES string, including random combinations of characters, is a valid molecule. This property is useful for the application of ML models that generate text as output - using SELFIES as the molecular representation, the model always outputs valid molecules whereas with SMILES that is not guaranteed.

2.1.2 Molecular Substructures

Given a dataset of molecules or chemical reactions encoded with SMILES, we often want to identify molecules or reactions that contain a specific substructure. For example, we may
SMILES:

\[ \text{CC(Cc1ccc(c(c1)cC)O)N} \]

Fig. 2.1 **Illustration of the mapping from chemical structure to SMILES.** The chemical structure of a molecule is divided into several ‘branches’, which are shown in different colors. In SMILES, each branch is enclosed by parentheses. Adapted from [26].

want to identify molecules that contain a specific functional group or reaction that contains a specific reaction center. The standard tool for performing these substructure queries is via SMILES Arbitrary Target Specification (SMARTS) notation [29]. The SMARTS line notation is expressive and allows extremely precise and transparent substructural specification and atom typing.

Using many of the same symbols as SMILES, SMARTS also allows the specification of wildcard atoms and bonds, which allows expressive and precise definitions of substructures and atomic environments for searching chemical databases. When performing a SMARTS query on a SMILES string, both SMILES and SMARTS strings are first converted to internal graph representations which are then searched for subgraph isomorphism.

The precise substructure specification of SMARTS is useful in many aspects of the drug design process. For example, a common step in assessing the quality of a proposed drug candidate is to perform a SMARTS query to identify if the hit contains any substructures that are likely to produce artifacts in biochemical or cellular assays. These substructures are typically functional groups with a marked propensity to bind to multiple targets, so-called nuisance compounds, which are of little value in drug discovery. Many different sets of these filters have been compiled in the literature such as REOS (rapid elimination of swill) [30] and PAINS (Pan Assay Interference Compounds) Filters [31]. Similarly, SMARTS queries are
Table 2.2 Example SMARTS patterns Using additional wildcard symbols, SMARTS notation allows exact specification of molecular substructures for performing searches, as well as describing chemical reactions.

<table>
<thead>
<tr>
<th>SMARTS</th>
<th>Substructure/Template</th>
</tr>
</thead>
<tbody>
<tr>
<td>[C;R]</td>
<td>An aliphatic carbon in a ring</td>
</tr>
<tr>
<td>[#6]@[#6]</td>
<td>Two carbons connected by a ring bond</td>
</tr>
<tr>
<td>[N;$(NC=[O,S])]</td>
<td>amide or thioamide nitrogen</td>
</tr>
<tr>
<td>[N:1]<a href="">C:2</a>[N:4][N:1]<a href="">C:2</a>[C:4]</td>
<td>urea group transforming into an amide</td>
</tr>
</tbody>
</table>

used to design ‘structural alerts’ that flag molecules containing reaction chemical substructures which may lead to undesirable toxicity in the compound itself or its metabolites [32].

Another use of SMARTS is in the labelling of pharmacophores in a molecule. Pharmacophores are an abstract description of the molecular features involved in ligand binding - typical examples of such features are hydrogen bond acceptors/donors and aromatic rings. SMARTS strings are used to map different molecular substructures to particular pharmacophore features and then to query for the presence of these features in a molecule. As with substructure filtering, different companies in the pharmaceutical industry have different/proprietary sets of SMARTS strings tailored for their particular use cases. (see section 2.1.3 for details)

Beyond substructures for individual molecules, SMARTS can also be applied to reaction SMILES to capture transformation in substructures. These SMARTS strings for chemical reactions are often referred to in the literature as ‘reaction templates’ (Fig 2.2). Beyond querying for matching reactions from a dataset, reaction templates can also be directly applied to a set of molecules to computationally generate a ‘reaction product’. This approach is used to generate virtual libraries [33, 34] in silico both for more specific use cases such as probing the SAR of a compound as well as the construction of ultra-large commercially available compound libraries eg ZINC [35], EnamineREAL.

![Example SMARTS reaction template](image)

Fig. 2.2 Example SMARTS reaction template. The synthesis of an amide from an acid chloride and a primary amine is captured in text form using SMARTS notation. The SMARTS reaction template can be made longer and more complex to more precisely define the R- groups involved in the reaction.
In addition to virtual library construction, reaction templates can be used for organic reaction prediction by framing the problem as trying to predict the correct reaction template for a given set of reactants. Starting from a catalogue of possible reaction templates, the best matching general template in the catalogue can be found utilising subgraph searching or machine learning and applied to the input to obtain the predicted outcome of the reaction. This approach was originally proposed for the reverse problem of retrosynthesis [12] and has had success in forward reaction prediction for the design of synthetic pathways to drug-like molecules [36]. One major limitation of template-based approaches is scalability, as the template library needs to be maintained and updated every time a new reaction is reported. A further problem is that it is often not obvious which parts of the molecule are crucial for a given reaction. This means that given a reaction one can derive a smaller more general template or a larger one that is more specific for the particular reaction. This results in either too many templates matching a particular input, resulting in many equally possible reaction outcomes, or, in the case of larger more specific templates, the library will grow very big which results in very slow predictions.

2.1.3 Pharmacophores

A pharmacophore is an abstract description of molecular features that are necessary for molecular recognition of a ligand by a biological macromolecule [37]. A collection of pharmacophores in a geometric configuration is known as a ‘pharmacophore model’ and it is a representation of the interactions between ligands and the binding site. By their coarse-grained nature, pharmacophore models can explain how structurally diverse ligands can bind to a common receptor site and can be used to identify novel ligands that will bind to the same receptor.

Typical pharmacophore features, characterised by SMARTS strings, include hydrophobic groups, aromatic rings, hydrogen bond acceptors or donors, and charged functional groups.

Pharmacophore models can either be constructed using structural data or purely ligand-based data from a set of active compounds [38]. In the structure-based approach, the pharmacophores are directly inferred from the observed interactions of a molecule and the binding site in experimentally determined ligand-protein complexes. (Figure 2.3A).

In the ligand-based approach, the three-dimensional (3D) structures of known active molecules are aligned and pharmacophores that are found to overlap in space are extracted as the pharmacophore model (Figure 2.3B). Although this approach circumvents the need for structural data which might not be possible to obtain, a downside is that all of the extracted pharmacophores have to be presumed as essential for protein-ligand binding, whereas in the structure-based approach, it is possible to identify and discard non-important pharmacophores.

After obtaining a pharmacophore model, it can be used to virtually screen ligands from a database by identifying molecules that share similar pharmacophore features. This approach is
known as ‘pharmacophore-based virtual screening’ and is a useful tool on its own as well as for complementing molecular docking and machine learning approaches [39–42].

2.1.4 Fingerprints

Most classical machine learning methods require a (typically fixed-length) vector representation of molecules known in the literature as ‘molecular fingerprints’. The most popular molecular fingerprint is the Morgan fingerprint [43], also known as the Extended-Connectivity FingerPrint (ECFP) [44]. ECFPs are a particular example of ‘topological’ fingerprints that encode the presence of substructures in a molecule by traversing the molecular graph.

ECFPs are generated via a recursive hashing algorithm that numerically hashes the representation of each atom with those of its neighbours, and again with its next-nearest neighbours, etc until a pre-defined ‘radius’ is reached. The resulting hash values are then used to generate a fixed-length binary vector of 1/0 bits. The length of the vector is pre-determined and each 1-bit represents a unique substructure that is encountered during the traversal. The radius of the graph traversal is also a pre-defined parameter that controls the size of the substructures that
are represented in the fingerprint. The radius is typically set to 2 or 3, and the length of the fingerprint is typically in the range of 1024 – 4096.

The popularity of the Morgan fingerprint owes to its usefulness in calculating molecular similarity [45]. Intuitively, we would expect two molecules that have ‘similar’ molecular fingerprints to have similar chemical structures. Numerically, we can quantify the similarity between two molecular fingerprints by the Tanimoto coefficient [46]:

\[
\text{Tanimoto}(A, B) = \frac{A \cap B}{A \cup B} = \frac{A \cdot B}{|A|^2 + |B|^2 - A \cdot B}
\] (2.1)

where \(A\) and \(B\) refer to the bit-vector molecular fingerprints of two molecules. The numerator \(A \cdot B\) represents the number of bits shared between the two fingerprints, while the denominator represents the total number of unique bits covered by the fingerprints. Two structures are usually considered dissimilar if the Tanimoto similarity is < 0.4 [47]. Alternate similarity measures exist but several comparison studies [48, 49] have shown the Tanimoto similarity to be generally robust and consistently perform well in a variety of applications.

The combination of the Morgan fingerprint with Tanimoto similarity is useful for clustering [50] datasets of similar compounds as well as performing similarity-based virtual screening. Similarity-based virtual screening relies on the similarity property principle (SPP) [51], which states that similar compounds should have similar biological activity. As a guiding strategy, this means one could search a database for similar compounds to a known active molecule, and expect those compounds to retain and perhaps have improved biological activity against a target. Although this hypothesis is not always valid in cases known as ‘activity cliffs’ where small changes in structure cause large changes in biological activity [52], empirically it has been shown that structurally similar compounds are much more likely to be active compared to dissimilar ones [53]. Performing similarity-based virtual screening in practice involves calculating molecular similarities between known active compounds and unknown molecules from a database, then selecting those with the highest similarities; ECFP4 is a consistently well-performing fingerprint for this task [54, 55].

In addition, Morgan fingerprints have also been shown to be versatile as molecular descriptors for machine learning (ML). Machine learning models learn statistical patterns from data and can be used to make predictions on new data (see section 2.2.2). In the context of drug discovery, ML can be used to associate patterns in the molecular fingerprints of the molecules in a dataset with experimentally measured properties. For example, fingerprint-based models have demonstrated success in predicting physical/chemical properties such as solubility [56], biological activities [57] as well as yields and stereoselectivities for chemical reactions [58]. Non-fingerprint-based deep learning methods have recently been developed that learn molec-
ular representations directly from molecular graphs, however, ECFP-based shallow learning techniques continue to provide a strong, robust baseline to compare against.

2.2 Computational Approaches

2.2.1 Docking

Molecular docking is the process of predicting the binding mode of a small molecule to a protein target (Figure 2.4) and is one of the most frequently used methods in structure-based drug design [59, 60]. The binding mode is the relative location and orientation of the small molecule in a particular binding site of the protein, which is determined by the shapes of the binding site and molecule, and the physical interactions between the two. The binding mode has a large effect on the strength of the interaction between the small molecule and the protein, known as the binding affinity. The binding affinity, in turn, is a key determinant of the biological activity of the small molecule. The philosophy of structure-based drug design is to experimentally obtain binding modes of molecules, and use this information to guide the design of new molecules by docking and choosing molecules that may have more optimal protein-ligand interactions and hence binding affinity.

Fig. 2.4 Example binding mode from molecular docking. The experimental structure of the ligand risperidone bound to the serotonin 2A receptor is shown in green, with the protein in grey (PDB: 6A93). The predicted binding mode of the same ligand using GOLD docking via the CSDDiscovery suite is shown in cyan, largely agreeing with the crystal structure.
The physics of ligand-protein binding are complex, and in reality, each ligand will have an ensemble of binding modes. Attempting to accurately simulate the binding process is computationally intractable, and so the goal of molecular docking is to predict the most likely binding mode. In practice, this is approached as an optimisation problem, where the coordinates of the ligand and/or protein atoms are adjusted until the ‘best fit’ is achieved. An essential preliminary step to performing molecular docking is obtaining a structure of the protein of interest. Traditionally this means using biophysical techniques such as X-ray crystallography, NMR spectroscopy, or cryo-electron microscopy (cryo-EM), but recent development in computational protein structure prediction \[61, 62\] open the door to performing fully in-silico structure-based drug design.

Every docking approach is essentially composed of two parts - conformation scoring and conformation searching. Potential ligand poses are ranked using a scoring function, which is typically a physics-based molecular mechanics force field that estimates the energy of the pose within the binding site. The scoring function can be composed of many components, such as electrostatic interactions, solvent, and steric effects, hydrogen bonding, as well as knowledge-based potentials derived from observed interactions from databases of protein-ligand structures \[63\]. While the accuracy of scoring functions has to be good enough to distinguish good poses from bad ones, major emphasis is put on computational efficiency due to the large number of evaluations required during docking. Thus, scoring functions often involve many assumptions and simplifications to reduce computational costs.

The search space of conformations is impossible to exhaustively explore as in theory, it consists of all possible orientations and configurations of the protein paired with the ligand. In practice, usually, the whole conformational space of the ligand is searched, while the protein is often treated rigidly. Exploration of the conformational search space is often done using stochastic methods such as Monte Carlo or genetic algorithms which randomly sample the space of conformation parameters (e.g. torsion angles) towards a minimisation of the scoring function.

The wide range of design choices for the scoring function and conformation search results in a large number of different docking algorithms that are in use in the field, such as DOCK \[64\], Glide \[65\], AutoDock Vina \[66\], GOLD \[67\], and FRED \[68\]. The relative performance between these docking algorithms is typically retrospectively evaluated by directly comparing predicted binding poses to known crystal structures of ligand-protein complexes. The benchmark datasets used for this purpose are typically high-quality structures of drug-like molecules such as PDBbind \[69, 70\]. There are also community assessments on the relative prospective performance of different docking approaches \[71\] and scoring functions \[72\].
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Besides the structural focus of binding pose prediction, increasingly in recent years docking has been used to directly virtually screen large databases of molecules in silico to identify molecules that are likely to bind to protein target of interest [73]. This approach puts the focus on the scoring function, with the rationale that molecules with high docking scores are much more likely to be active than those with low scores. In this scenario, success is defined by the enrichment of active compounds in the top ranks of a docking screen, measured via the enrichment factor:

\[
EF(n) = \frac{\text{Hit rate(predicted top–}n\text{)}}{\text{Hit rate(baseline)}}
\]  

where the baseline hit rate is the proportion of actives in the dataset overall, representing the performance of simple random ordering. Different methods are benchmarked by retrospectively evaluating the enrichment factor of known ligands from a large database of presumed non-binding, “decoy” molecules for multiple protein targets - the classic benchmark dataset for this is the Directory of Useful Decoys (DUD) [74, 75].

Prospectively, large-scale virtual screening with molecular docking has had notable successes. A review specifically looking at G protein-coupled receptors (GPCRs) [76], which are the target of more than 30% of all marketed drugs, showed 62 successful virtual screens for 22 unique protein targets belonging to 14 different receptor families in the past decade. Of particular note is that the increasing availability of computational resources, together with increases in the sizes of commercially-available make-on-demand compound libraries, has made possible ultra-large virtual screening campaigns against libraries of >100 million compounds [77–79]. At the same time, limitations in the accuracy of scoring functions and the modelling of protein flexibility [80, 81] restrict the ability of docking to reliably distinguish active molecules from inactive ones [82, 83], leading to false positives which are exacerbated when screening large libraries [84].

In the absence of existing ligand bioactivity measurements for a protein target, virtual screening with molecular docking remains the only computational method of choice and is a starting point for beginning drug discovery against a brand new target. However, there have been recent results claiming that deep learning models which use neural networks to directly generate ligand binding poses [85, 86] outperform docking algorithms in terms of accuracy. These results are promising and, coupled with continued advancements in protein structure prediction to account for protein flexibility, suggest that deep learning may be a viable alternative to molecular docking for binding pose prediction and virtual screening in the coming years.
2.2.2 Machine Learning

Machine learning (ML) refers to the use of algorithms that ‘learns’ how to make predictions or decisions based on observed data. By designing models that can learn patterns directly from input data, it is found that ML methods can often surpass manually created algorithms by humans on a wide variety of tasks. In the following paragraphs, we provide an overview of the ML concepts and ideas needed to understand the research presented in this thesis. We will focus on supervised learning and neglect many important sub-fields such as reinforcement learning and generative models which are described in greater detail in refs [87, 88].

Very broadly, machine learning aims to learn the parameters \( \theta \) of a predicative model \( y = f(x, \theta) \) that minimise a given cost function, \( \mathcal{L}(y, \hat{y}) \), where \( x \) is a given input, \( y \) is the target variable and \( \hat{y} \) is the predicted value, i.e. to find the solution

\[
\hat{\theta} = \arg \min_{\theta} \mathcal{L}(\theta)
\]  

(2.3)

For regression, which is the modelling of a continuous variable, the most common loss function choice is the squared residuals,

\[
\mathcal{L}(y, \hat{y}) = \sum_i (y_i - \hat{y}_i)^2
\]  

(2.4)

while for binary classification, which is the task of predicting which class an input \( x \) belongs to, the most common loss function is the binary cross-entropy loss:

\[
\mathcal{L}(y, \hat{y}) = -\sum_i y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i)
\]  

(2.5)

where the target variable \( y \) can be either 0 or 1 while the predicted value \( \hat{y}_i \) is the predicted probability of class 1 and \( 1 - \hat{y}_i \) is the predicted probability of class 0.

To find the solution \( \hat{\theta} \) for a dataset in practice, we would first divide the input data into training, validation, and test sets. The model is initially fit on the training data set, where the data-dependent parameters of the model (e.g. the coefficients of a polynomial regression model) are optimised to minimise the loss function. Afterwards, the fitted model is used to make predictions on the validation data set. The validation data set provides an unbiased estimate of the model’s performance on the training data set for tuning the non-data-dependent parameters, known as ‘hyperparameters’, of a model (e.g. the number of degrees to include in a polynomial regression model). This process may be repeated multiple times, with the model’s performance on the validation data set used to select the best hyperparameters. This overall process is known as ‘training a model’.
After a model has been trained we use the test dataset, which has never been seen by the model during training, to evaluate the performance of the model. It is important to use the same training and test datasets for a fair comparison of different models, and curated datasets from the literature are commonly used as a benchmark for evaluating the performance of new models.

For regression models, the most common metric used to evaluate the performance of a model is the root mean squared error (RMSE) or the Pearson correlation coefficient (PCC). For binary classification models, the most common metric used is the area under the receiver operating characteristic curve (AUC). The receiver operating characteristic (ROC) curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) as the discrimination threshold for classifying one class over the other is varied (Fig. 2.5). The AUC is the area under the ROC curve and is a measure of the model’s ability to distinguish between the two classes. AUC values range from 0 to 1, with 0.5 indicating a model that is no better than random guessing, and 1 indicating a perfect model.

A large number of machine learning techniques have been described and applied for drug discovery, and an overview of them can be found in [90–92]. In this thesis, two common techniques are used: Random forests and Gaussian processes.

**Random Forest**

Random Forest models are ensemble learning methods that utilise a large number of decision trees for making predictions [93]. For classification tasks, the output of the random forest is the class selected by most trees. For regression tasks, the output is the mean of the predictions by the individual trees:

\[
f(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x) \tag{2.6}
\]

where \( f_i \) is the \( i \)th tree in the forest and \( N \) is the total number of trees in the forest. Decision trees are constructed to successively split the data into branches via ‘decision boundaries’ (e.g. \( x > 1.5 \)). Decision boundaries are chosen to minimise the square deviations (for regression) or information entropy (for classification) between the samples and the sample mean in each branch or leaf of the tree.

Although extremely computationally efficient and interpretable, individual decision trees are very prone to over-fitting. By using a large number of decision trees each trained on different random subsets of the data (a process known as bootstrap aggregation), random forest models can achieve a lower variance and hence improved performance. To further reduce the
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Fig. 2.5 Example Receiver Operating Characteristic (ROC) curves. The diagonal (red) shows the performance of a random classifier. The performance of two example classifiers (blue, green) are also shown. Adapted from [89].

correlation between the decision trees, random forests use random feature selection, where only a random subset of the features are considered for each decision boundary.

Random forests are relatively easy to use, require little tuning of hyperparameters, and are robust to over-fitting, and thus are a popular general machine learning technique. In particular for drug discovery, random forests have been extensively used with molecular fingerprints features for the prediction of properties such as solubility [94], biological activity [95, 96], and toxicity [97].

**Gaussian Process**

Gaussian Process models are a kernel-based method that utilises what is known as the ‘kernel trick’ to calculate high-dimensional weighted averages [98]. The kernel trick is the use of a kernel function to calculate the inner product between the feature vectors of two datapoints.
in a high-dimensional feature space without explicitly computing higher-dimensional feature vectors. A typical kernel function is the squared exponential kernel:

$$K(x, x') = \exp\left(-\frac{||x - x'||^2}{2l^2}\right)$$

(2.7)

where $l$ is the length scale of the kernel, a hyperparameter that determines how quickly the function can change, and $x$ and $x'$ are the feature vectors of the datapoints in the initial low-dimensional feature space. Mathematically, the kernel trick enables the construction of models that are, in theory, infinitely complicated with a finite amount of computation [99]. Gaussian Processes utilise the kernel function to calculate the covariance matrix of the Gaussian distribution over the function values. The covariance matrix is then used to calculate the posterior distribution over the function values given the training data, which can then be used to make predictions on new data with associated uncertainty values.

The fact that GPs have few hyperparameters to tune and maintain uncertainty estimates over property values has also led to their use for molecular property prediction [100–102], in particular incorporating the Tanimoto similarity in the kernel function [103, 104].

**Deep Learning**

In contrast to methods that use hand-crafted features as input (‘shallow learning’), deep learning revolves around learning representations directly from the raw data using neural networks. Neural networks are composed of layers of ‘neurons’ that successively perform non-linear transformations on their inputs, mimicking the way that biological neurons transfer signals to one another. These transformations are typically of the form:

$$h = \sigma(W \cdot x + b)$$

(2.8)

where $W$ is a weight matrix, $x$ is a vector of inputs, $b$ is a vector of biases and $\sigma$ is an optional non-linear activation function. The output of the layer is the vector $h$, which is either input to the next layer or taken as the output of the model. The weights $W$ and biases $b$ from all of the layers collectively are the parameters $\theta$ of the neural network that are learned by fitting on data.

Deep learning has found remarkable success in a wide range of applications, including computer vision [105], natural language processing [106], speech recognition [107], and bioinformatics [61, 108]. This is because of the ability of neural networks to learn complex, non-linear relationships between inputs and outputs in the presence of large amounts of data. ‘Big data’ domains are computationally intractable for shallow learning methods, but deep
learning can be successfully applied as neural networks can be optimised effectively using gradient-based approaches, such as gradient descent:

$$\theta_{t+1} = \theta_t - \eta \nabla_{\theta} \mathcal{L}$$  \hspace{1cm} (2.9)

where at each step $t$ the model’s parameters are updated according to the learning rate $\eta$, a hyperparameter of the optimiser. Instead of calculating the gradient of the loss $\nabla_{\theta} \mathcal{L}$ on the full training set, standard practice is to use a stochastic approximation of the gradient that is calculated from a randomly sampled batch of training data. This significantly speeds up the optimisation process and allows neural networks to be trained on large datasets that would otherwise be intractable. These stochastic gradient steps are iterated repeatedly over the training set until the value of the loss has satisfactorily converged.

The gradient of the loss function with respect to the model parameters can be obtained efficiently by applying the chain rule via a process called ‘backpropagation’. Using automatic differentiation frameworks that can be carried out on hardware accelerators, such as graphical processing units (GPUs), the time needed to train neural networks are dramatically reduced \[109\]. Further improvements to model optimisation can be achieved by incorporating more sophisticated optimisation algorithms, such as Adam \[110\], as well as the use of regularisation techniques such as dropout \[111\] and batch normalisation \[112\], and remains a significant area of active research.

The only constraint on the design of a neural network is that the mathematical operations in the model must have defined derivatives so that the gradient of the loss function can be calculated with backpropagation for efficient training. This results in a zoo of different neural network designs (referred to as ‘architectures’) that use differentiable building blocks with specific inductive biases tailored to the task at hand. For example, convolutional neural networks (CNNs) utilise built-in translational invariance for computer vision applications (e.g. AlexNet \[113\], and ResNets \[114\]) while recurrent neural networks (RNNs) designed for learning temporal dependencies are applied to sequential data such as text \[115\] and speech \[116\] (e.g. Gated-Recurrent-Unit (GRU) \[117\] and Long-Short-Term-Memory (LSTM) networks \[118\]).

The Transformer architecture

The Transformer neural network architecture \[119\] developed for machine translation has had wide-ranging success in many natural language processing tasks, and has been naturally adapted to text-based SMILES representations of molecules and reactions. It has an encoder-decoder structure, where both the encoder and the decoder are made up of so-called transformer blocks which process the inputs by utilising a mechanism known as ‘attention’. The Transformer
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performs text generation by autoregressively predicting the next word in a sentence given the previous words. The Transformer architecture is illustrated in Figure 2.6 (a).

Fig. 2.6 Graphical illustration of the Transformer model (a) String inputs to the Transformer are converted into informative vector representations in the encoder (left) before they are fed into the decoder (right) to output probabilities for which token to generate next. (b) Multi-head self-attention is the key mechanism that enables Transformer models to learn complex contextual relationships between words. Adapted from [119].

Each string input (sentence) to the model is broken down into different individual ‘tokens’ (words) that are contained in a vocabulary. For each word in the vocabulary, we generate its own learnt fixed-length vector representation. Passing these vectors to the model would not be enough though as these vectors have no reference to where the given word appears inside the sequence. To include the relative order of the tokens and thus distinguish tokens of the same type at different positions, an additional vector is generated based on the token positions (known as the positional encoding) and added to the token embeddings. An example positional encoding is simply the sine/cosine function of the token position, while more modern approaches use position embeddings that are learnt during model training [120].

This sequence of token embeddings is then input into the encoder and decoder layers. The encoder layer is responsible for encoding the input sequence into an informative vector representation to feed into the decoder layer. The encoder layer is composed of multiple identical transformer blocks, each of which consists of a multi-head scaled attention layer followed by layer normalization and some fully connected feed-forward layers.
The multi-head scaled dot-product attention is the heart of the Transformer model. It is a specific version of a general deep learning technique called attention. Given a set of vector values and a vector query the attention mechanism computes a weighted sum of the values dependent on the query. The sum represents a selective summary of the values and the query determines the importance of each vector, i.e. determines how much each value vector is attended to.

The full attention mechanism operates by performing the following steps. Given some vector values $h_1, h_2, \ldots, h_N \in \mathbb{R}^{d_1}$ and a query $q \in \mathbb{R}^{d_2}$

1. First the attention scores $e \in \mathbb{R}^N$ are computed. In the case of the scaled dot-product attention $d_1 = d_2$ and $e$ is simply defined as the scaled vector of projections $e_i = \frac{q^h h_i}{\sqrt{d_1}}$

2. To generate the attention distribution $\alpha$ the softmax of $e$ is taken:

$$
\alpha_i = \frac{\exp(e_i)}{\sum_{j=1}^{N} \exp(e_j)}
$$

(2.10)

3. Finally the attention distribution is used to take the weighted sum of the values to obtain the final output

$$
a = \sum_{i=1}^{N} \alpha_i h_i \in \mathbb{R}^{d_1}
$$

(2.11)

An in-depth review of the attention mechanism can be found in [121].

In the encoder of the Transformer, the attention mechanism is used to update the vector representation of each word in the input sequence by attending to the other words in the sequence, a technique known as self-attention. This allows the model to learn which words usually interact with each other.

Usually the input, be it a chemical formula or human language, contains a rich structure with the words affecting each others’ meanings in multiple ways. The problem with the simple self-attention mechanism is that by defining a single attention distribution only one way of interaction can be learnt by the model. To give the model the ability to focus on different parts of the input sequence at different times, multi-head attention was introduced. In multi-head attention, the attention mechanism is applied multiple times in parallel in different lower dimensional latent vector spaces and the outputs of the different attention heads are concatenated and combined. The whole mechanism is illustrated on Figure 2.6 (b).

The decoder reads the output from the encoder layer to generate the output sequence. The attention mechanism in the decoder is slightly modified to allow the decoder to attend to outputs from the encoder. The first modification is the application of masking in the multi-head
self-attention layers to make sure that every token in the output translation can only attend to the preceding ones. The second modification of the attention mechanism is that the encoder outputs are used as keys whilst the queries are the outputs of the previous decoder layer.

The generation of the translation happens in a sequential manner. First the embedding of the special \texttt{<start>} token is fed into the decoder and passed through the layers. The result is projected to a vector that has the same dimensionality as the size of the vocabulary. Finally the softmax function is applied to obtain the probability of the first word. The second word is generated by passing in the first word (and the \texttt{start} token) to the decoder, the third is generated by passing in the first and the second etc., in a process known as autoregressive translation. The prediction is considered final when an \texttt{<end>} token is generated or a pre-specified maximum length is reached.

The Transformer architecture forms the basis of current state-of-the-art models for natural language processing, and active research is ongoing to improve the attention mechanism on long sequences [122] as well as memory efficiency [123] particularly since increases in model size have been shown to improve performance [124].

In the context of drug discovery, the obvious use case of the Transformer model is to apply them on text-based SMILES representations of molecules and reactions. Recent work has shown that Transformer models pre-trained on SMILES can learn useful vector representations for molecular property prediction [125], while the application of the Transformer models to reaction SMILES have shown promising results from reaction prediction [126] to atom-mapping [127]. In particular, The Molecular Transformer [126] uses this approach to perform reaction prediction by ‘translating’ the SMILES of reaction reagents and reactants to the SMILES of the reaction product, a model that we examine in further detail in Chapter 5.

\textbf{Deep Learning for Drug Discovery}

Beyond the application of Transformer models on SMILES, a wide range of other deep learning approaches has been used in drug discovery. The challenge of modelling molecular inputs has led to the development of graph-based neural network architectures known as ‘graph neural networks’ (GNNs). These models are designed to learn representations of molecular graphs that are invariant to the order of the nodes and edges. GNNs have been successfully applied to a range of molecular tasks, including molecular property prediction [56, 128–130], and predicting reaction templates for input reactants [14]. More standard architectures such as three-dimensional voxel-based CNNs have also been trained on protein-ligand complexes to predict binding affinity [131–133].
Neural networks can also be used with pre-computed features such as molecular fingerprints. Example applications include the use of bioactivity prediction [57], reaction prediction [134, 135], and the prediction of docking scores [136].

**Limitations**

Despite its success in certain molecular tasks, machine learning still has several limitations when it comes to drug discovery.

Firstly, machine learning models may struggle to generalize to new molecules that are substantially different from the molecules in the training set. This is known as the ‘generalization gap’ and model performance with typical random-split cross-validation procedures does not accurately reflect the true generalization performance of the model [137]. This has led to a growing movement towards measuring model performance using ‘scaffold split’ [56, 130] or ‘time split’ [137] cross-validation, which splits the data into disjoint sets of molecules that are similar in structure or time of data acquisition, respectively. This allows for a more accurate assessment of the generalization gap, but this remains a challenge for applying machine learning models in general in drug discovery.

Another challenge is the lack of interpretability of machine learning models, which makes it difficult to understand the underlying reasons for a model’s predictions. Without explanations of model predictions, it becomes difficult to avoid correct predictions for the wrong reasons (the so-called clever Hans effect) [138], avert unfair biases, and gain potentially useful insights from the model.

Although both shallow and deep learning models suffer from a lack of interpretability, the issue is particularly challenging for deep learning [139]. Shallow learning models contain relatively few hyperparameters for interpretation, and operate on hand-crafted features that are relatively well-understood. Deep learning models, on the other hand, are much more complex with a larger number of model parameters relating to both the neural network architecture and training methodology, which makes the interpretation process more difficult even when hand-crafted features are used as the model input. When neural networks are directly applied to SMILES or molecular graphs, the additional difficulty of extracting human-interpretable ‘features’ from the learnt representation in the model weights pose a particular challenge to understanding model behaviour and motivating actionable steps to improve performance [16].

In addition, neural networks generally require large amounts of training data for strong performance, which can often be costly and time-consuming to obtain. When only a small amount of data is available, which is typical in the early stages of drug discovery, neural networks may perform worse than simpler shallow learning models [140].
Accounting for these limitations is critical for realizing the full potential of applying both shallow and deep learning models to accelerate the design-make-test cycle in drug discovery.

### 2.3 COVID Moonshot

This thesis was written during the COVID-19 pandemic, with more than 689 million confirmed cases & 6.8 million deaths worldwide up to Apr 2023 [141]. In parallel to the rapid development of vaccines against severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) which is the cause of COVID-19, was the development of antiviral therapeutics to treat those who are infected.

The COVID Moonshot consortium was launched in March 2020, aiming to find oral antivirals against COVID-19 in an open-science, patent-free manner [142, 143]. The consortium focused on developing inhibitors against the SARS-CoV-2 main viral protease (Mpro), an attractive target for antivirals for several reasons:

Firstly, Mpro is essential in the viral life cycle of SARS-CoV-2. The virus replicates itself after infecting a host cell by generating a long polyprotein that gets cleaved into individual proteins by multiple viral proteases. Mpro is one of these proteases, and it is responsible for cutting the viral polyprotein into smaller non-structural proteins (nsps) that are essential for replicating the viral RNA genome. By developing drugs to inhibit Mpro, the cleavage of the polyprotein into nsps and hence viral replication can be blocked [144].

Secondly, the binding site of Mpro is distinct from known human proteases, thus inhibitors of SARS-CoV-2 Mpro are unlikely to be toxic by interacting with human proteases and causing side effects [145, 146]. In addition, Mpro is highly conserved across different coronaviruses so a potent inhibitor of SARS-CoV-2 Mpro could be fruitful for the future development of pan-coronavirus antivirals [147].

In vitro and in vivo studies clearly show that Mpro inhibition leads to antiviral activity in cell culture [148, 145], which is corroborated by the recent clinical success of nirmatrelvir (the Mpro inhibitor component of Paxlovid) [149] and ensitrevir [150, 151].

COVID Moonshot embarked on a structure-based drug discovery campaign against Mpro, building on a crystallographic fragment screen that revealed potential binding interactions in the active site of Mpro (Figure 2.7). Leveraging crowdsourcing, high-throughput structural biology, machine learning, and exascale molecular simulations, the COVID Moonshot campaign was able to discover many potent non-covalent Mpro inhibitors, and the lead candidate from the campaign is currently undergoing preclinical studies.

Throughout the campaign from hit discovery to lead optimisation, all compound designs (>18,000 designs), crystallographic data (>840 ligand-bound X-ray structures), assay data
Fig. 2.7 **Overlaid structures of a crystallographic fragment screen against Mpro.** Each fragment is shown in a different colour, with the majority of them bound in the active site of Mpro on the right side of the figure (PDB ID: 5R8T). Reproduced from [152].

(>10,000 measurements), and synthesized molecules (>2,400 compounds) were shared publicly [153].

Participation in COVID Moonshot forms the backdrop of many chapters of this thesis, for performing computational validation against retrospective data as well as for the prospective design of new compounds, exploring ways to apply the computational tools described above to accelerate the design-make-test cycle for Mpro inhibitor discovery and by extension drug discovery more broadly.
Chapter 3

Hit Discovery via Unsupervised Learning of Fragment-Protein Complexes

Hit detection is a key step in the early stages of the drug discovery process following the identification of a biological target of interest [17]. A ‘hit’ compound acts as the starting point for the drug design process where the chemical structure of the hit is progressively optimised towards a candidate drug. Approaches towards hit detection generally involve screening large libraries of compounds, both experimentally and computationally.

One of these methodologies is fragment-based drug design (FBDD). In this approach, protein crystals are soaked with high concentration of very low molecular weight compounds (‘fragments’ with typically less than 18 non-hydrogen atoms [154]) and the resulting protein-fragment complexes are resolved with X-ray crystallography. A fragment screening approach is more likely to deliver hits than screening larger drug-like molecules because the chemical space of fragment-like molecules is significantly smaller than that of typical drug-like molecules, so the expected hit rate is statistically higher [155]. Structures of these fragment-protein complexes can then inspire the design of potent binders, either by expanding a fragment to pick up new intermolecular interactions with active site residues, or merging different spatially proximal fragments [156, 157]. However, despite showing up in X-ray crystallography, the binding affinity of the fragments themselves is typically low. Therefore, gaining potency by fragment expansion or merging is typically a long journey fraught with false starts.

Recently, advances in X-ray crystallography such as automatic crystal mounting robots, fast detectors, as well as increased accessibility to beamtime are enabling high throughput fragment screens. One can routinely go from screening a small fragment library and detecting a handful of hits, to screening 1000s of fragments with ensembles of 100s of fragments hits spanning the binding site [158, 159]. This substantial increase in data enables a systematic data-driven approach for fragment-based hit discovery.
Our key insight is to reframe fragment-based drug design as signal extraction from noisy data by seeking persistent pharmacophore correlations within a fragment ensemble, rather than looking at individual fragments. This is because a fragment itself has low affinity, thus we need the presence of multiple fragments with the same pharmacophore at a particular region of the binding site to provide statistical confidence.

In this chapter, we employ unsupervised machine learning to learn the spatial distribution of fragment pharmacophores in the binding site. We then use the trained model as a scoring function for virtual screening, picking out molecules with matching pharmacophores. We will first retrospectively validate our model on a dataset of SARS-CoV-2 main protease (Mpro) ligands from COVID Moonshot [143]. We then present prospective results on identifying hits against Mpro and the Mac1 domain of SARS-CoV-2 non-structural protein 3 (nsp3-Mac1) by performing a virtual screen of a library of 1.4 billion purchasable compounds from EnamineREAL.

3.1 Unsupervised Learning of Pharmacophore Distributions

To turn fragment hits into a model that predicts whether an unknown ligand will bind potently to the binding site, we employ an interpretation inspired by statistical physics. There are multiple chemical motifs that can engage residues on the binding site. These different modes of engagement can be considered as a statistical distribution. Each interaction between a chemical motif on the fragment and a binding site residue corresponds to an instance of this statistical distribution. We assume that the fragment library broadly covers chemical space, and anticipate that stronger interactions will be sampled and therefore observed more often amongst fragment hits than weaker interactions. Note that an individual fragment is a weak binder – fragment screens are done at a high concentration which forces the equilibrium towards forming fragment-protein complexes enabling detection via crystallography. Therefore, we analyse the statistical distribution of fragment-protein interactions formed by the dense fragment hits, rather than any individual fragment (Figure 3.1a).

To numerically approximate this distribution, we quantify binding interactions by coarse-graining the fragment molecules into hydrogen-bond donor, hydrogen-bond acceptor, and aromatic ring “pharmacophores” (Figure 3.2). These are simple abstractions of molecular features that can make potent interactions with binding site residues and is a commonly used tool to interpret the biological activity of ligands [37]. The distribution which we then choose to approximate is the pair-wise distance between these pharmacophores. Computational screening of compounds based on pharmacophore distances is a commonly used technique in medicinal chemistry, though here we are extending this concept to enable a statistical interpretation
of fragment hit. We consider pharmacophore features, rather than specific protein-ligand interactions so that the downstream model takes the ligand as the input rather than having to perform the additional step of computationally placing the ligand in the binding site.

![Diagram](image)

Fig. 3.1 **Illustrations of the FRESCO method.** (a) FRESCO conceptually differs from traditional fragment merging/linking by taking a distributional approach. (b) Unsupervised learning of the distribution of pairwise pharmacophore distances from fragment ensembles allows the virtual screening of unseen molecules.
Fig. 3.2 Examples of pharmacophore distributions from fragment ensembles. The red, blue, and green spheres depict hydrogen bond donors, acceptors, and aromatic pharmacophores respectively from fragment ensembles in the 3D binding sites of (a) Mpro, and (b) nsp3-Mac1. Several of the Mpro fragments are drawn to illustrate the ‘origin’ of some pharmacophores. None are drawn for nsp3-Mac1 due to the density of pharmacophores in the binding site.

We utilise kernel density estimation (KDE) [160] to estimate this spatial distribution of pairwise pharmacophore distances. We then score unseen molecules by evaluating pharmacophore distances within that molecule against the probability distribution of pharmacophore distances derived from the fragment ensemble (Figure 3.1b). We take the mean probability over all of the distances between all possible pharmacophore-pharmacophore pairs as the score for the molecule. This is an unsupervised approach – starting from the results of a crystallographic fragment screen, without any bioactivity data, we can build a model that computationally screens unseen molecules. We term our approach Fragment Ensemble Scoring (FRESCO).

FRESCO conceptually departs from machine learning approaches in the literature for fragment-based hit discovery. These approaches, such as DeLinker [161], SyntaLinker [162], and Develop [163]), as well as data-mining methods such as Fragment Network [164], attempt to grow single fragments or merge only a pair of fragments. They all require expert insights in choosing which fragments to merge, or what pharmacophoric constraints need to be obeyed, instead of leveraging all of the information from an ensemble of fragment hits in a data-driven manner.

FRESCO also closes a gap in the burgeoning literature on machine learning for bioactivity prediction [165]. These models cannot be used when no training data exists, as is the case in the hit-finding phase. Thus a new modelling approach – here we employed unsupervised learning – is needed to tackle the “zero-to-one” problem. Although physics-based models of ligand-protein binding such as docking [77–79] can be used in the absence of any bioactivity data, FRESCO crucially incorporates information from the fragment screen on preferential interactions between regions of the binding site and the fragment pharmacophores.
3.1 Unsupervised Learning of Pharmacophore Distributions

We validate our approach by performing a retrospective study on historical data, as well as embarking on prospective campaigns on two different protein targets. Retrospective tests or benchmarks, typically the only method used to compare machine learning models, are insufficient for measuring the impact of incorporating the model in the decision-making process of compound selection in drug discovery [7]. Thus we go beyond typical model development and undertake a prospective search for hit molecules using only FRESCO to obtain a more realistic measure of its performance.

3.1.1 Model Implementation

To train our model, we first process a set of experimental fragment-protein complexes. In this particular work, we downloaded structures from the Fragalysis platform [159]. For Mpro, non-covalent fragments from the XChem fragment screen [159] were used while for Mac1 both XChem and UCSF fragment data were used [166].

We then extract the pharmacophore features from the fragment molecules and their corresponding conformer coordinates. Specifically, we used SMARTS pattern matching following default pharmacophore definitions in RDKit [167] to extract pharmacophores from the fragment SMILES. The pharmacophores considered are hydrogen bond donors, hydrogen bond acceptors, and aromatic rings. The corresponding coordinates for each pharmacophore are defined as the average over the atoms in the pharmacophore (e.g., the position of an aromatic pharmacophore from a benzene ring would be the mean of the coordinates of the 6 carbon atoms in the ring). We then compute the matrix of pairwise distances between all possible pharmacophore pairs (e.g., Donor-Donor & Aromatic-Acceptor) between different fragment molecules. The flattened distance matrix for each pharmacophore pair is the distribution that we choose to model.

For some fragments, multiple crystallographic poses are recorded. To account for this, we weigh the contribution of each fragment structure to the overall fragment pharmacophore distribution by $\frac{1}{n}$ where $n$ is the number of conformations recorded for each conformer. In addition, we exclude the counting of correlations between pharmacophores from the same fragment - only correlations between different fragments are measured. This is to avoid spurious intra-fragment correlations that are unrelated to binding to the binding site - strong correlations in pharmacophore distribution between multiple independent fragments are indicative of useful binding interactions and these are what we hope to capture with this methodology.

With the processed 3D pharmacophore distributions, we can then fit a FRESCO model by learning the probability distribution of the pairwise distances using kernel density estimation (KDE). The bandwidth for KDE fitting was chosen for each pairwise distribution using the Improved Sheather-Jones algorithm [168]. Each pharmacophore pair is associated with its
own KDE, and the collection of KDE models for all of the pharmacophore pairs comprises the FRESCO model.

With a trained FRESCO model, we can then score unseen molecules by evaluating the probability of the pharmacophore distribution of each molecule. Given a set of input molecular conformers (e.g., from docking), the same processing workflow is used to obtain the 3D pharmacophore distributions of each molecule, and the probabilities of each distribution are evaluated using the KDEs. The overall score for the molecule is returned as the mean log-probability over all of the pairwise pharmacophore combinations.

### 3.2 Computational Retrospective Study

To validate FRESCO, we evaluate how our method compares against the computational approach of docking, as well as the human expertise of medicinal chemists. Specifically, we wish to estimate the extent to which FRESCO could have accelerated hit identification in a fragment-based drug discovery campaign. This requires a dataset that is explicitly exhibiting structure-activity data from the fragment-to-lead phase of a campaign to accurately reflect the degree of structural diversity and distribution of molecular activity. The use of data from an early-stage high-throughput screen would exaggerate the diversity of structures explored, while data from the lead-optimisation phase of a campaign would artificially contain many potent molecules.

For this reason, we choose to study the COVID Moonshot campaign \[143\] which is targeting the SARS-CoV-2 main protease (Mpro). COVID Moonshot is, to our knowledge, the only openly available dataset of fragment-to-lead drug discovery, driven by a community of medicinal chemists, where every structure and associated activity is disclosed. This unique dataset allows us to perform a time-split analysis, focusing on the fragment-to-lead phase (see Section 2.3 for more details on COVID Moonshot).

The Moonshot activity data for the retrospective study was accessed on Mar 22nd, 2021. The IC50 values in that dataset, as well as in the prospective study on Mpro were measured from a fluorescence-based enzyme activity assay, the details of which are described below. To narrow down the data to molecules during the fragment-to-lead stage of the Moonshot campaign, we only selected molecules that were designed before September 1st, 2020, which gave us a dataset of 979 compounds.

In addition, molecular docking studies have also been done extensively on molecules from the Moonshot campaign \[169, 170\]. For our analysis we utilize the same docking protocols as those reported previously for consistency, the details of which can be found in the methods section.
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Fig. 3.3 FRESCO is able to retrospectively perform hit detection. High hit rates are achieved relative to docking and the human expert baseline when ranking molecules from the fragment-to-lead phase of COVID Moonshot.

In the hit identification phase of drug discovery, relatively little is known about what ligand-protein interactions are feasible, thus most proposed molecules are unlikely to be active. A meaningful metric for comparing methods in this regime is the top-N “hit rate”, which measures the percentage of the top-N predictions which are active. We expect the curve from plotting the hit rate against N of an informative method to be consistently higher than that of a less informative method. For the Moonshot data, we set an IC50 (concentration of inhibitor required to inhibit 50% of protein activity) threshold of 5µM for defining a “hit”.

The baseline hit rate in the dataset i.e. the percentage of compounds with IC50 < 5µM, is 6.0%. This represents the hit rate of medicinal chemists using traditional and computational tools at their disposal to design compounds for the Moonshot drug discovery campaign. The hit
rate for docking is computed by choosing the top-$N$ molecules with the best score. To calculate the hit rate for FRESCO, we first fit a FRESCO model on 23 publicly reported crystallographic structures of non-covalent fragments bound to the SARS-CoV-2 Mpro protein [159] and score the whole dataset using the fitted FRESCO model.

Figure 3.3 shows that FRESCO achieves higher hit rates compared to both computational docking and medicinal chemists. Looking at the top-5% of the molecules ($N < 50$), FRESCO has a hit rate of 12-30%, roughly 2-5 times that of the medicinal chemists. The threshold for defining a hit compound is relatively arbitrary and repeated analysis for both lower and higher IC50 thresholds (1-15 µM) show similar results (Figure 3.3B). This shows that it is possible to correlate bioactivity with unsupervised learning of fragment pharmacophore distributions and that FRESCO could accelerate hit detection in a real-world drug discovery campaign. In this retrospective study, FRESCO is standing on the shoulders of medicinal chemists – it is used to re-score compounds that are designed by chemists. Therefore, we next turn to interrogate the performance of FRESCO in a real-world context when it is used to score a large unbiased library of compounds via a series of prospective studies.

### 3.3 Prospective hit finding

Building on the results of the retrospective evaluation, we performed a prospective study on Mpro. Rather than rescreening Moonshot compounds, we instead deploy the model to virtually screen a library of commercially available compounds. By synthesising and assaying the top-ranked compounds, we can evaluate the performance of FRESCO in a real-life use case of hit discovery.

The computational workflow we follow to perform the virtual screening is shown in Figure 3.4. Using a FRESCO model trained on the fragment-protein complexes, we score the library and rank the compounds by score. The top-ranked compounds are then filtered by their physical properties to maximise “drug-likeness”, and selected diverse compounds by clustered hit by structural similarity and picking centroids of the most populous clusters.

The library we screen is VirtualFlow, a published dataset of more than 1.4 billion commercially available molecules from EnamineREAL & ZINC15 with pre-generated molecular conformers in a ready-to-dock format [171]. The top-500k predictions were selected and filtered to remove undesirable properties. A series of successive filtering steps were performed: first, only molecules with physical properties in well-understood “lead-like” chemical space [172] were kept. Then, we remove molecules that match known filters for pan-assay interference compounds (PAINS) [31] as well as filters for moieties that are undesirable for medicinal chemistry (eg furan, thiophene, nitro groups). Duplicate tautomers for each molecule are also
3.3 Prospective hit finding

Fig. 3.4 A schematic of the FRESCO screening workflow. Target-specific FRESCO models are applied on pre-processed conformers of compounds from EnamineREAL to score them. The top-ranked compounds are then filtered by their physical properties, and clustered by structural similarity. Diverse compounds are chosen for synthesis by picking centroids of the most populous clusters.

removed. Finally, for ease of synthetic accessibility, we only consider molecules with less than two chiral centers.

The top-50k molecules remaining from the filtering were then clustered via Butina Clustering [50] with a Tanimoto distance threshold of 0.2. This resulted in 24748 for Mpro. The centroids of the 50 most populous clusters (or the closest purchasable analogue if it wasn’t available) were chosen as the candidate compounds. These compounds were ordered for synthesis from Enamine which resulted in 38 successfully made molecules.
**Fig. 3.5** FRESCO prospectively identifies a hit against Mpro. (a) The molecules favoured by FRESCO tend to have 2 aromatic moieties connected via an amide or an amide isostere, similarly exhibited by three of the initial fragment hits whose structures are also shown. (b) Compound WIL-UNI-d4749f31-37 is identified as a hit against Mpro, with hit confirmation via follow-up compounds demonstrating SAR. Perturbations to the 2-hydroxyquinoline substructure of WIL-UNI-d4749f31-37 led to increased potency while changes to the benzimidazole group consistently decreased potency. Structural differences between the follow-up compounds and WIL-UNI-d4749f31-37 are highlighted in blue/red.
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Inspecting the cluster centroids favored by FRESCO, we observe typically 2 aromatic moieties connected via an amide or amide isostere. This scaffold is exhibited by three of the initial fragment hits (x0434, x0678, x1093), with most of the other fragment hits possessing an aromatic group bound at similar locations (Figure 3.5a). The most promising compound, WIL-UNI-d4749f31-37, has an IC50 of 25.8 µM measured via fluorescence assay while the remaining compounds were found to be weak-to-negligible activity.

To validate compound activity, the COVID Moonshot Consortitum synthesized 8 close analogues to demonstrate the existence of responsive Structure-Activity Relationship [173, 174] (Figure 3.5b). 3 of those compounds, which contained modifications to the 2-hydroxyquinoline substructure of WIL-UNI-d4749f31-37, retained relatively high potency of IC50 < 100 µM with one of them (ALP-UNI-ed5cdfd2-1) exhibiting a lower IC50 of 19.4 µM. The remaining 5 compounds which perturbed the benzimidazole functional group of WIL-UNI-d4749f31-3 exhibit decreased potency, with only 20-50% inhibition at a concentration of 99.5 µM.

We then turn to SARS-CoV-2 nsp3-Mac1, a structurally unrelated protein target, to demonstrate the generalisability of FRESCO in performing hit detection. nsp3-Mac1 is a viral ADP-ribosylhydrolase that counteracts host immune response by cleaving ADP-ribose that is

![Image](image_url)

**Fig. 3.6** Top-ranked compounds from FRESCO mimic the natural substrate of nsp3-Mac1. The molecules favoured by FRESCO tend to contain an acceptor-donor pair spatially proximal to a heterocyclic motif. This mimics adenosine, a core in the natural substrate. This motif is also shared in many of the initial fragment hits, with example structures shown in the figure.
transferred to viral proteins by host ADP-ribosyltransferases. Unlike Mpro, there is no potent chemical matter against nsp3-Mac1. As such, this is a novel first-in-class biological target.

Repeating the FRESCO workflow on a fragment screen against Mac1 [166], we obtained 22358 clusters of top-ranked compounds and successfully made 52 molecules. We find that the molecules favored by FRESCO tend to contain a HBA-HBD pair that is spatially proximal within a heterocyclic motif. This mimics adenosine, a core in the natural substrate, and this

Fig. 3.7 FRESCO identifies a hit against nsp3-Mac1 with structural confirmation. (a) Compound Z5551425673 is identified as a hit against Mac1 via HTRF assay, with (b) hit confirmation via resolution of a crystal structure of Z5551425673 (colored in cyan) bound to the Mac1 active site. (c) The pharmacophores of Z5551425673 match those exhibited by the fragment hits as highlighted by overlaying the bound structure of Z5551425673 (PDB 7FR2) on the distribution of pharmacophores from the fragment ensemble. Note that some functional groups can be regarded as both hydrogen-bond acceptor (blue) and hydrogen-bond donor (red) pharmacophores and hence they are illustrated as purple.
motif is shared in many of the initial fragment hits (Figure 3.6). We successfully ordered and assayed 52 of the compounds identified by FRESCO (see SI for the whole library). Two of the compounds show non-negligible activity at high concentration - at 250µM, compound Z5551425673 (as a racemic mixture) has an inhibition of 30.1%, while compound Z1102995175 has 24.8%.

In addition, an X-ray crystallographic screen was also run on the compounds revealing the structure of Z5551425673 (as the S-stereoisomer) bound to the active site (Figure 3.7). Crystal structures of 9 other compounds chosen via the FRESCO workflow were also obtained though they did not show notable inhibition via HTRF assay. The orthogonal experimental assay and crystal structure results confirm that Z5551425673 is a hit.

As with Mpro, 11 close analogues to Z5551425673 were ordered to explore the structure-activity relationship of the hit and ensure that the compound is not a singleton. 4 compounds perturbing the aliphatic tail substructure had relatively negligible effect while the remaining compounds perturbing the purine group led to a large drop in activity (Figure 3.8). These sets of molecules, still weak in potency, are potentially promising starting points for a hit expansion campaign.

3.4 Discussion

Here we show that the combination of computational statistics with high-throughput structural biology and large libraries of purchasable fragment-like molecules unlocks a powerful tool in hit discovery. Going beyond classical fragment-based drug design, which involves merging or expanding a small set of fragments, we derived a statistical framework that leverages dense fragment hits to build potent inhibitors. Whilst individual fragments are weak binders, our key insight is that a fragment-protein interaction is likely to be significant if multiple fragments are making similar interactions. Therefore, by picking out these persistent interactions, we can discern the salient chemical motifs which make favourable interactions with the binding site. Specifically, we coarse-grained fragments into pharmacophores, and infer the distribution of pairwise distances between pharmacophores using Kernel Density Estimation. We then screen large libraries of purchasable compounds against this fragment-derived pharmacophore distribution. We retrospectively validated our method using data from The COVID Moonshot, an open science drug discovery campaign against the SARS-CoV-2 main protease and prospectively discovered new hits against SARS-CoV-2 main protease and nsp3-Mac1.

More generally, we note that our method does not require the observation of affinity data in order to infer potency. This is done by employing an unsupervised machine learning approach on unlabelled structural biology data. As the throughput of structural biology increases, we
Fig. 3.8 **nsp3-Mac1 hit confirmation via determination of structural-activity relationship.** Close analogues around the hit compound identified by FRESCO, Z5551425673, reveals structure-activity relationship which derisks singleton artefacts.

hope that an unsupervised approach may unlock novel ways of overcoming data limitations in the protein-ligand affinity prediction problem.

Finally, although prospective studies demonstrated FRESCO’s ability to identify hits, we note that the hit rate and potency of the identified hits are both lower than the retrospective experiments. This highlights the importance of prospective validation in machine learning – retrospective studies are biased by the fact that the model is re-scoring “reasonable” design from medicinal chemists, whereas in prospective evaluations, the model is used to score the large chemical space without further inductive biases. Future efforts to improve FRESCO should seek to include further inductive biases, for example, incorporating physics-based constraints such as docking to filter FRESCO outputs, as well as solidifying a human-in-the-loop approach to select top hits.
Chapter 4

Discovery of SARS-CoV-2 main protease inhibitors via synthesis-directed de novo design


In the hit expansion stage of drug discovery, bioactivity modelling and hence compound design is hindered by data insufficiency as the majority of tested compounds are inactive, as well as data noise because measurement variability increases for lower affinity compounds. Thresholding the data and framing the problem as classification of active/inactive would not allow us to rank compounds based on predicted improvement over the incumbent, yet the relatively small number of quantitative potency measurement bioactivity data and the measurement noise make a regression approach challenging. In this chapter, we discuss the prospective use of algorithmic de novo design to rapidly expand hits against SARS-CoV-2 Mpro utilising machine learning (ML) models for ranking compounds by bioactivity as well as synthesis route prediction. We demonstrate that our learning-to-rank model outperforms docking on retrospective data, and shows enrichment in a time-split. Prospectively, we algorithmically design 5 new compounds predicted to have higher activity, together with predicted synthetic routes. All designs were chemically synthesized and experimentally tested, and 3 have measurable activity against Mpro. The top compound has comparable Mpro inhibition to the best in the training set, but with a different scaffold, and is active against the OC43 coronavirus in a live virus assay.
4.1 Learning to rank compounds

Our compound prioritisation model aims to predict whether a designed compound is likely to be an improvement in activity over the incumbent. Instead of predicting IC50 values directly, we use a learn-to-rank approach [175, 176] that predicts the pairwise comparison of ligands - given a pair of molecules \((A, B)\), the model predicts whether \(A\) is more active than \(B\). This approach allows us to assimilate both coarse (active/inactive) and fine (quantitative potency measurements) data into a single model, effectively combining ‘easy’ classification and ‘difficult’ regression into a ‘moderate’ task of ranking input pairs. With a trained ranking model, we can screen for more potent inhibitors by ranking new molecules against the most potent active compounds in the dataset.

![Fig. 4.1 Schematic illustration of the model setup. A machine learning model takes the difference in molecular fingerprint between two molecules as input and predicts whether one molecule is more or less active than the other as a classification task.](image)

To implement this ranking model (Figure 4.1), we use the difference in molecular fingerprints between two molecules, \(f_A - f_B\) as input to the model, and the output is the whether the molecule \(A\) is more or less potent than molecule \(B\). The descriptor we use for representing a molecule is a concatenation of 3 512-bit fingerprint representations (Morgan, Atom, Topological Torsion) into one 1536 representation. A multilayer perceptron, implemented via the FastAI Tabular framework [177], is used for modelling the data. The choice of molecular descriptor and model was based on empirical performance (Details on the model implementation can be found in Appendix A.3).

The activity data available from COVID Moonshot at the time of this study consisted of 42 compounds with IC50 within assay dynamic range (< 100µM) and 515 inactives. To construct
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a suitable dataset for training the model, the data must be reformatted into pairs of molecules. This is done by pairing all actives with all inactives, as well as pairing up actives where there is a significant difference in bioactivity (ΔpIC50 > 0.5). This threshold was chosen to match typical assay error, forcing the model to ignore irrelevant experimental noise by ensuring that it is ranking only ligands with demonstrably different bioactivity. The inactive molecules were not paired up with each other as the ranking of inactivity is not relevant to the task at hand and potentially noisy/misleading.

Fig. 4.2 **Relative ranking of ligand bioactivity can be predicted by via machine learning.** Using a learning-to-rank framework, our model is able to correctly rank compounds between the training and test set to high accuracy (AUC = 0.94, blue) with slightly less accurate performance on solely ranking ligands in the test set (AUC = 0.88, red). The comparative performance of ranking ligands using docking scores (AUC = 0.72) is shown in grey.

A flipped pairing is included for all pairs so that the dataset is antisymmetric since the model would just predict ones otherwise. Theoretically, this method is appealing because it is a natural way of oversampling the low proportion of actives, addressing the problem of dataset imbalance commonly seen in drug discovery classification tasks. Additionally, creating pairs
between the actives allows the exploitation of activity information without the noise/difficulty of trying to learn accurate pIC50 values.

For performance evaluation, the dataset was randomly split into training (80%) and testing (20%) sets (with roughly the same active/inactive proportion) before the molecules are paired up independently within each set. This ensures that there is no cross-talk between the train/test sets where the model could simply memorize the activity of certain compounds. We train the model on pairs of compounds within the training set and evaluate the model on both pairs within the test set as well as pairs between the training and test set.

Figure 4.2 shows that our binary ranking model achieves an AUC of 0.88 (95% CI: [0.83,0.96]) in ranking ligands within the test set, and an AUC of 0.94 (95% CI: [0.91,0.98]) where we compare a ligand in the training set against another ligand in the test set; the latter is more relevant as our goal is finding ligands more active than the best incumbent. The 95% confidence interval is computed using bootstrapping. We also compare our model against ranking compounds using docking scores generated with OpenEye’s FRED docking algorithm, which achieves an AUC of 0.72 (95% CI: [0.722,0.723]) (Details of the docking procedure can be found in Appendix A.1). Note that docking does not require ligand bioactivity as training data, thus is not a direct comparison to machine learning.

Beyond train-test split, model performance can be evaluated from a time-split. Five months have elapsed from the time we deployed our model for prospective compound selection to writing up this work. During that time, the COVID Moonshot Consortium (a team of expert medicinal chemists) has independently designed, synthesised, and tested 356 compounds \[178\], out of which 15% were better than the top 2 compounds (having IC\(_{50}\) comparable within error) in our dataset. Table 4.1 shows that our model has an enrichment factor of \(\sim 2\), i.e. if we re-score the 356 compounds synthesized by the medicinal chemistry team using our model, and pick the top 1%-10% percentile, the proportion of molecules that would be better than the top 2 compounds would be \(\sim 2\)x higher than human selection.

Table 4.1 **Learn-to-rank framework demonstrates enriched time-split hit-rate.** Measuring model performance on data arriving after the model has been deployed to generate compounds for synthesis and testing, we find a hit rate twice that of the baseline i.e. the hit rate from human design.

<table>
<thead>
<tr>
<th>Top-Percentile</th>
<th>1%</th>
<th>2.5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enrichment Factor</td>
<td>1.7</td>
<td>2.3</td>
<td>1.7</td>
</tr>
</tbody>
</table>

These retrospective results illustrate that a learning-to-rank approach can leverage bioactivity data from both active and inactive molecules for the enrichment of potent compounds in a
real-world drug discovery campaign. In the next section, we deploy our model to discover new Mpro inhibitors in a prospective experiment.

## 4.2 Prospective chemical space exploration

After designing a well-founded ML scoring model, we must decide on a virtual library of compounds to explore. While one could screen an ultra-large library of make-on-demand compounds as in the previous chapter, it is only feasible for a relatively cheap computational model which is not the case for the neural network-based ML model developed in this work.

Instead, we consider a more targeted approach by exploring the smaller, local chemical space of chemical substructures contained within our initial dataset. Building on rule-based fragmentation methods such as BRICS [179] and CReM [180], our general approach is to decompose the existing molecules into a large set of distinct substructure components before enumerating all components with one another, generating a large number of novel and diverse molecules.

![Fig. 4.3 Schematic illustration of virtual library generation process.](image)

A series of chemically reasonable bond fragmentations and reconnections are used to explore the chemical space around the training set of the ML model for virtual screening.

Specifically, we first introduce a set of chemically reasonable perturbations (linker and chemotype swaps, e.g. amide to retroamide, amide to urea, swapping N-aryl groups), which is applied to the whole set of active molecules. We then fragment along synthetically accessible bonds (e.g. amides and aromatic C-C and C-N) and reconnect the synthons to generate an exhaustive library (Figure 4.3). These operations are defined using SMARTS rules.
The resulting library of 8.8 million generated molecules is then scored against the top 3 compounds in the training set using the learning-to-rank framework, and the mean score is taken as the final score for each compound.

![Top 5 compound predictions](image)

![Top 3 training set compounds](image)

**Fig. 4.4 Our synthesis-driven design model prioritises molecular scaffolds that are not in the top hits.** (a) The 5 compounds selected by our methodology for synthesis and testing. (b) The top 3 compounds from the training set, with potency and cytotoxicity measurements.

Although virtual “reactions” were used to generate new molecules, the synthons are not necessarily off-the-shelf nor the reactions optimal. As such, we use a retrosynthesis predictor to triage based on synthetic accessibility. We used Manifold, a platform for synthesis route prediction ([https://postera.ai/manifold](https://postera.ai/manifold)), to generate synthetic routes for the model’s top-ranked molecules starting from purchasable building blocks. The underlying technology is based on Molecular Transformer, a machine learning model for reaction prediction using sequence-to-sequence translation [181, 182]. The top 5 molecules from the screening library with <4 steps in their predicted routes were synthesised and tested (Figure 4.4A). For comparison, the most potent molecules from the training set are shown in Figure 4.4B. All five compounds have Tanimoto similarity <0.48 (1024-bit ECFP6) to any molecule in the training set, indicating that the model is not merely reproducing molecules similar to the most potent actives but is exploring novel scaffolds.

Figure 4.5 shows that for Compounds 1, 2, 4 and 5 our retrosynthesis algorithm generates successful routes, thus provides a reasonable estimate of synthetic complexity. The syntheses were carried out at the Wuxi AppTec and compounds were assayed as received. Minor variations in building blocks were employed depending on what was readily available. We note that our algorithm failed to estimate the synthetic complexity of Compound 3. The final amide formation
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Fig. 4.5 Experimental validation of ML generated synthetic retrosynthesis routes. Schemes (a)-(c) show the synthesis schemes generated by our model (grey) and experimental schemes (black) for Compounds 1-3. The schemes for compounds 4 and 5 can be found in Appendix B.3.

Step was unexpectedly challenging, and no desired product was seen despite significant efforts in condition screening. Compound 3 was furnished via an alternative strategy, employing an Ullman coupling to arylate the amide, which was not predicted by our approach.

Compounds 1-5 were tested for Mpro activity using a fluorescence assay. Figure 4.6 shows that Compounds 1-3 have IC₅₀ within assay dynamic range (< 100µM), and Compound 1 has IC₅₀ = 4.1µM (95% CI: [3.42,4.86]). Compound 1 is further assayed in live virus assays, with the less pathogenic OC43 coronavirus, showing EC₅₀ = 13µM (95% CI: [10.1, 18.4]) and is not cytotoxic (CC₅₀ > 100µM against A549 cell line; CC₅₀ is the concentration required to...
Fig. 4.6 Compounds generated via synthesis-directed de novo design exhibit Mpro activity. Three out of the five synthesised compounds show measurable activity against Mpro in a fluorescence assay, and the most active compound shows antiviral activity against the OC43 coronavirus and no measurable cytotoxic effect.

In summary, we demonstrated the utility of a de novo design framework that learns to rank bioactivity and estimates synthetic complexity, for generating ideas in hit expansion. At the time of writing, optimisation of a quinolone-based scaffold is ongoing in the COVID Moonshot initiative (https://postera.ai/covid). Data for Compound 1-5 is registered as the ALP-POS-ddb41b15 series on the Moonshot platform.

The learning-to-rank approach presented in this chapter is a promising technique for maximally utilising data from inactive compounds as well as accounting for noise in the experimental values. Further work extending this approach to utilise information from ligand-protein complexes has shown great success in hit-to-lead optimisation [183]. By using docking-based structural descriptors as the input to their ranking model, the authors were able to utilise crystal structures of inactive compounds and outperform docking as well as a fingerprint-based ranking model on ranking ligand activity. Applying this model to docked structures from a virtual library, the authors were able to greatly improve the potency from their starting point and extended the ligand into unknown regions of the binding site. This result shows the potential for applying ranking-based approaches for modelling bioactivity.

A caveat for pair-based ranking is that even for moderately sized datasets the number of molecular pairs (which is proportional to the square of the dataset size) may become very
large and therefore unfeasible to train on. Engineering approaches for efficient sampling of molecular pairs, such as using Tanimoto similarity to constrain pair selection, may be necessary and should be the subject of future work.

The AI-based estimation of synthetic feasibility played a critical role in compound selection in this work and is a promising enabler for automated design workflows in drug discovery [184]. Beyond the capability to triage libraries by synthesizability and to guide the design of synthetic routes, ML synthesis models could play a key part in an automated drug design workflow. Utilising an automated workflow for the automatic generation of molecular designs as well as decision-making could potentially reduce iteration cycle time, require fewer compounds and iterations to produce a candidate, and scale to more programs [185, 186]. The framework presented in this chapter is an example of an automated design workflow albeit only with a single iteration - utilisation of multiple iterations via an optimisation [187] or reinforcement learning feedback loop [188] will be a challenging but exciting area of future work.
Chapter 5

Quantitative Interpretation of Reaction Prediction Models

This chapter is based on Dávid Péter Kovács, William McCorkindale, and Alpha A. Lee. Quantitative interpretation explains machine learning models for chemical reaction prediction and uncovers bias. Nature Communications volume 12, Article number: 1695 (2021)

Organic synthesis remains a major challenge in drug discovery. Although a plethora of machine learning models have been proposed as solutions in the literature, they suffer from being opaque black boxes. It is neither clear if the models are making correct predictions because they inferred the salient chemistry, nor is it clear which training data they are relying on to reach a prediction. This opaqueness hinders both model developers and users. In this chapter, we quantitatively interpret the Molecular Transformer, the state-of-the-art model for reaction prediction. We develop a framework to attribute predicted reaction outcomes both to specific parts of reactants and to reactions in the training set. Furthermore, we demonstrate how to retrieve evidence for predicted reaction outcomes, and understand counter-intuitive predictions by scrutinising the data. Additionally, we identify Clever Hans predictions where the correct prediction is reached for the wrong reason due to dataset bias. We present a new debiased dataset that provides a more realistic assessment of model performance, which we propose as the new standard benchmark for comparing reaction prediction models.
5.1 Introduction

Organic synthesis remains a challenge in small molecule drug design, sinking time in the design-make-test cycle and potentially limiting the complexity of chemical space being explored [189, 190]. The challenge of synthesis planning lies in searching through a myriad of possible reactions to find optimal routes, and in predicting whether each possible reaction is indeed feasible and high yielding for the particular substrate in question. The problem of efficient search in synthesis has been recently addressed, inspired by innovations in computer science on searching and gameplay [135, 191–194]. However, accurately predicting the outcome of chemical reactions remains a hurdle [13, 195, 196].

The current state-of-the-art in reaction prediction is the Molecular Transformer [197], which employs the transformer neural network architecture that was first introduced for neural machine translation [119]. The input to the model is a text representation of the chemical structures of the reactant and reagent, and the model performs machine translation to predict the most likely output molecule with a probability score. The Molecular Transformer achieves a 90% Top-1 accuracy on the USPTO dataset of organic reactions that were text mined from US patents [25] and filtered [198]. Recent work shows that thorough dataset augmentation improves model performance by allowing it to consider different equivalent SMILES representations [199].

However, a key stumbling block in the Molecular Transformer is the lack of interpretability. Why the Molecular Transformer predicts one reaction outcome over another, and which training set reactions it finds most similar when reaching a particular prediction, are both unclear. Quantitative interpretability is crucial to both model users and model developers.

For model users, interpretability is important because chemical reactions are highly contextual, with important anthropomorphic metadata that the model overlooks. For example, reactants, reagents, and products are only a part of the reaction. The reaction conditions, the scale of a particular reaction (e.g. discovery chemistry or scale-up), and the scientific focus of the project (e.g. total synthesis, medicinal chemistry, or methods development) are some of the context that a skilled chemist can employ to interpret and understand the reaction.

For model developers, physical organic chemistry principles explain chemical reactivity and selectivity. As such, probing whether rationales outputted by the Molecular Transformer are congruent with physics allows developers to interrogate whether the Molecular Transformer is getting the correct prediction for the right reasons, and design model improvements based on those insights.

In this chapter, we develop a suite of methods that quantitatively interprets the Molecular Transformer by attributing predictions to the input chemical structure and the training data. We illustrate our two-prong approach via a series of examples, showing how we uncovered what the model is learning, what it finds difficult, and explains its failure modes. Our method
discovers hidden biases in the training data that hinder generalization performance and mask model shortcomings, which we resolved by introducing a new unbiased train/test split.

## 5.2 Molecular Transformer

The Molecular Transformer [126] is a reaction prediction model based on the Transformer architecture [119] designed for natural language processing tasks (see Chapter 2.2.2 for details). By ‘translating’ reactant/reagent SMILES to reaction product SMILES (Figure 5.1), the Molecular Transformer has shown state-of-the-art performance on reaction prediction benchmarks, outperforming human organic chemists and is the basis for several computational retrosynthesis platforms.

![Molecular Transformer](image)

**Fig. 5.1 Schematic illustration of the Molecular Transformer.** The inputs to the model are tokenized SMILES of the reactants and reagents, and the model performs machine translation to predict the most likely product molecule with a probability score.

In Transformer models, strings of text are broken down (‘tokenized’) into individual ‘tokens’ which in the case of the Molecular Transformer are the individual characters or subsets of characters of SMILES strings [200]. Typically, the SMILES of the reaction product are canonicalized while both canonical as well as non-canonical SMILES are used for the reactants and reagents as that has been shown to improve model performance [201] compared to only using canonical SMILES. In addition, no distinction is made between "reactant" and "reagent" and the model is only trained on reactions with a single reaction product.

The predictions of the model are generated in an autoregressive way meaning that the output tokens are predicted one at a time conditioned on the previously generated tokens. Through this process each translation gets assigned a probability score:

$$P(tgt \mid src) = \prod_{i=1}^{N} P(tok_i \mid tok_1, \ldots, tok_{i-1}, src) \quad (5.1)$$

where src is the input to the model, tgt is the predicted output, tok$_i$ is the $i$-th predicted token, and $N$ is the length of the prediction. The probability of a token is influenced by both grammar (the output should be a valid SMILES string) and semantics (the output SMILES should
correspond to the chemical reaction taking place), which we must disentangle to understand the model’s reasoning (see Section 5.3.1).

### 5.2.1 Training data

The Molecular Transformer is typically trained on datasets of organic reactions text-mined from patent or industry databases. A commonly used one is the USPTO dataset [25, 198] which contains ≈480,000 organic reactions from US patents filed between 1976 and 2016, filtered to remove duplicates and erroneous reactions.

We found that this dataset still contained a large number of erroneous reactions whose sole products were halogen ions, nitric, sulphuric, or phosphoric acids, etc. We verified that the Molecular Transformer indeed learns these reactions if they are present in the training, resulting in catastrophic overfitting and unphysical predictions in some cases. To eliminate this effect we deleted a further ≈8,000 reactions to obtain a dataset of 471,791 reactions. From this number we used 377,419 for training, 23,589 for validation, and 70,765 as a hold-out test set. The training set was augmented by an equal number of random equivalent SMILES strings following the protocol in the original paper [197]. We trained a Molecular Transformer model on this dataset and achieved 88.8% Top-1 accuracy on the test set, similar to that reported on the standard USPTO test set (90.4%). This model was used throughout the interpretability experiments.

An important aspect of the training data is that since it was extracted from patented reactions, it naturally contains a number of biases. Firstly there are no negative results included meaning that any combination of reactants and reagents in the dataset leads to a well-defined product. This is in contrast to reality where often there is no reaction, or the product is a mixture of many different compounds. This bias will always be reflected in the machine learning model’s predictions. A further bias stems from the distribution of reaction types in the dataset. Most of the patented reactions come from the medicinal chemistry community leading to reactions popular amongst medicinal chemists being over-represented. This bias can be useful since the model learns the kind of reactions medicinal chemists like using [202] but it also hinders generalization because popular reactions are not necessarily better as has recently been shown in the case of inorganic chemical reactions [203].
5.3 Quantitative Interpretation methods

There are three key factors determining the prediction of a machine learning model: the architecture, the training data, and the input. Neural network models are often considered black boxes because of the complex ways these three factors interact to yield a prediction.

To interpret model prediction, we first need to define what interpretability means. We suggest interpretability is the ability to discover associations and counterfactuals between input and output, and the ability to query evidence in the data supporting a certain outcome. Our approach follows the accepted scientific process: A scientific theory usually identifies factors that are related to a certain outcome and conversely how the absence of those factors is related to the absence of an outcome. Furthermore, the investigator needs to show pieces of evidence that support the theory.

Fig. 5.2 Schematic illustration of the attribution workflow. (a) Overview of our workflow to interpret the Molecular Transformer. (b) Schematic of how the predicted probability difference between two products is attributed back to the reactant-reagent string in order to interpret the model’s understanding of selectivity. The IG attributions below the reactant SMILES are compared to the uniformly distributed probability difference (ua) below. (c) Schematic of how the latent space encoding of reactant-reagent strings is used to infer the learnt similarity between query reactants and those from the training set.
We employ Integrated Gradients [204] as a rigorous method for attributing the predicted probability difference of two plausible products of a selective chemical reaction to parts of the input. The attributions show how much each substructure is contributing to the predicted selectivity of the model. This is illustrated in Figure 5.2b. The values of the attributions are compared to the value each subgroup would receive if the probability difference would be distributed evenly across the input. The parts of the structures getting higher IGs than the uniform attribution (ua) are considered important. Details of the methods can be found in Section 5.3.1.

Attributing the predictions of neural networks to most similar training data points is less widely researched. To achieve this goal we developed a new method based on the latent space similarity of the reactions. We used the outputs of the Molecular Transformer encoder averaged over the tokens to achieve a fixed-length vector representation of the reactions. The most similar training reactions according to the model were then identified using the Euclidean distance of these latent space vectors. A schematic overview of our method is shown in Figure 5.2c. Details of the methods can be found in Section 5.3.2.

We validate our interpretations in two ways. The first is via falsification. If the integrated gradients attributions are chemically unreasonable, i.e. predictions are correct for the wrong reasons, we design adversarial examples that force the model into wrong predictions. The second is by identifying causes for the prediction in the training data. If a prediction is wrong, we interrogate whether a similarly incorrect entry is in the training data.

5.3.1 Input attribution

To unpack the Molecular Transformer we decided to focus our efforts on reactions containing selective chemical transformations which mean that they have multiple plausible outcomes. These reactions are most fit for identifying if the model is making the predictions on a true chemical basis because the underlying chemical causes are well established. Our general framework for interpreting chemical reactions is shown in Figure 5.2a.

Once a suitable chemical reaction with two possible target molecules is chosen the Molecular Transformer probability scores of the products are generated (Eq. 5.1). The difference in probability score between the true and the incorrect but plausible products is then attributed back to the reactant reagent inputs.

Recently there were many methods developed and applied successfully for attributing the predictions of neural networks to parts of the input. Some of the most notable examples are LIME, SHAP, Layer-wise Relevance Propagation (LRP), and Integrated Gradients [205–207, 204]. These methods are designed to propagate back the output of the models in a fair way to determine the contribution (importance) of each of the input features to the prediction.
5.3 Quantitative Interpretation methods

Several methods have their roots in cooperative game theory and are proven to yield fair attributions as defined by the axioms of fairness [204]. For machine learning models where the gradients are not readily available, there are so-called Shapley-values and the closely related SHAP method [206]. For models such as the Transformer where the gradients are easy to evaluate the Integrated Gradients (IGs) method is a more natural choice [204] though other methods such as LRP have also been applied successfully [208]. The IGs method has also been applied previously for interpreting language models in natural language processing applications and for designing adversarial examples in the context of question answering [209]. A graphical illustration of IGs is shown in Figure 5.2b. Our approach builds on the work of McCloskey et. al. [210] who used IGs to understand binding prediction by graph neural networks on artificial datasets. We extend the method to Transformer architectures and use it in the context of reaction predictions on real experimental data.

IGs are calculated by evaluating the path integral of the gradient of the output with respect to the input along a straight line path in the input space from a non-informative baseline to the input of interest.

Given a neural network denoted by the function $F : \mathbb{R}^n \to [0, 1]$, the input $x \in \mathbb{R}^n$ and the baseline input $x' \in \mathbb{R}^n$ the IG attribution of feature $i$ is given by

$$
IG_i(x) = (x_i - x'_i) \int_{\alpha=0}^{1} \frac{\partial F(x + \alpha(x-x'))}{\partial x_i} \, d\alpha
$$

(5.2)

In the case of the Molecular Transformer, $x$ is the $N \times 256$ dimensional embedding of the input SMILES string of length $N$ and $x'$ is the embedding of the '.' token taken $N$ times. This token is used in the SMILES language to separate different molecules and hence on its own bears no chemical information making it an ideal baseline choice. To obtain the total contribution of each of the input tokens the attributions are summed along the 256-dimensional embedding vectors.

Finally to make the attributions easier to interpret we devised a few simple rules to map the token-level attributions to chemically meaningful substructures. Reagents like sulphuric acid or meta-Chloroperoxybenzoic acid (mCPBA) are fed into the model by their full SMILES strings but in reality, they act as single units as far as the reaction is concerned. Their attributions are more meaningful to look at as a whole rather than token by token. A related problem is with the attributions corresponding to special characters in SMILES like numbers or parentheses. To resolve this we consider rings as single units and their attribution is calculated by summing over the ring atoms and numbers. This way the information about the relative positions of the ring substituents will also be included in the attribution of this part of the structure. Branches are also considered single units and their attribution is the sum over their atoms and the parentheses specifying them.
For the attributions to be meaningful it is important to look at reactions where two possible products have non-zero probability scores according to the model. This is crucial since for the prediction of a single product every token of the reactant is important since missing a remote carbon would also result in a wrong prediction. By looking at the probability difference between two plausible products this effect can be eliminated and the attributions highlight the groups driving the chemical selectivity (according to the model). In particular, canonical SMILES for both products should be used to ensure the probability scores are non-negligible.

Finally, to determine if a particular group is important according to the model we compare its attribution to the attribution that would fall onto it if the probability difference was distributed evenly across the input tokens. Substructures that get substantially higher attribution than uniform are most important for the model when it favours one product over the other.

### 5.3.2 Training data attribution

Attributing the predictions of neural networks to training data can serve as a tool for explaining predictions as well as gaining an understanding of the model’s inner workings [211]. In cases when a model predicts something very unexpected to humans attributions to parts of the input can be difficult to make sense of. Sometimes it can be much more illustrative to see a couple of example inputs that the model finds similar. Usually seeing a number of similar examples can help humans identify patterns that may serve as the basis of the model’s prediction. This can either result in the discovery of new trends or laws in the scientific domain or it can reveal biases that the model has learnt. In the latter case, this information can be used to improve the model or the dataset.

To create a successful method for attribution to data the most crucial element is the careful design of a similarity measure. The similarity should be defined such that it measures how similar two input datapoints are according to the model. For different neural network architectures, different choices of similarity measures can be appropriate. In the case of feed-forward or convolutional architectures, a natural choice is to define a fingerprint vector for each data point that consists of the neural network’s layer outputs (activations) concatenated together. This similarity measure has been shown to be useful for judging the reliability of toxicity model predictions by comparing molecules not in the training set [212].

In the case of the Molecular Transformer which has an encoder-decoder architecture, the output of the encoder layers can be used as a basis for comparing data points. Since the encoder hidden states have a non-fixed length we take the average of them across the input tokens to obtain a fixed-length 256 dimensional vector representation for each of the reactions. Averaging is expected to work because of the relatively large dimensionality of the latent space. The size of the vocabulary of the USPTO dataset is 288 so there are almost as many orthogonal
directions in the latent space as there are possible different input tokens. This is expected to lead to minimal loss of information upon averaging. For each reaction in the training set the 256-dimensional hidden state vector is generated and the matrix of the training set reaction hidden states is saved as a binary. When a new example input is given to the model it is passed through the Transformer encoder and the average hidden state vector of it is calculated. A schematic diagram depicting the method is shown in (Figure 5.2b). The similarity score of the input reaction vector \( u \) to a training set vector \( v \) is calculated by

\[
\text{score}(u, v) = \frac{1}{1 + \|u - v\|}
\]

(5.3)

this function returns a score of 1 if the two vectors \( u \) and \( v \) are identical, and 0 if the reactions are very different i.e. \( \|u - v\| \) is very large. In this work, we use the similarity score to find the top-5 most similar reactions in the training set for comparison with the input reaction.

5.4 Investigation of Specific Reaction Classes

We investigate in detail three reaction classes that are commonly used in medicinal chemistry. Through these examples, we illustrate each of the three branches in Figure 5.2(a). We first examine the selective epoxidation of alkenes where the Molecular Transformer produces the right prediction for the right reason.

We then turn to the Diels-Alder reaction, which is a scaffold-building transformation widely used in synthesis. We show that the Molecular Transformer is not able to correctly predict this reaction. Following the bottom branch of Figure 5.2a, we investigate it using Data attribution and find that the USPTO dataset contains very few instances of Diels-Alder reactions, likely explaining why the model is not able to predict the outcome correctly.

Finally, we consider the Friedel-Crafts acylation reactions of substituted benzenes. We show that the Molecular Transformer predicts the right product for the wrong reason and validate our interpretation using several adversarial examples.

5.4.1 Epoxidation

The oxidation of alkenes to form epoxides is an important intermediate reaction in many synthesis plans [214]. The common oxidants in these reactions are peroxy compounds. The most widely used example of them is mCPBA, which is a versatile reagent appearing 2052 times in the USPTO dataset. This is in the high data regime where we would expect the model to do well as there are a large number of different training examples available.
Epoxidation reactions can be regioselective, with more substituted alkenes reacting faster because they are more electron-rich [214]. A typical example reaction showing this type of selectivity is shown in Figure 5.3a. 

The Molecular Transformer is able to predict the product with the correct selectivity, giving it a probability score of 0.43. The probability score of the alternative incorrect product was less only by 0.025. This is a case where the model predicts two similarly plausible outcomes, so IGs can help to judge whether or not a prediction can be trusted. Since the probability difference is close to 0, the sign of the attributions at different parts of the input is in itself interesting and contains information regarding the favoured outcome.

Figure 5.3a shows the IG attributions of the different parts of the input. In this case, the positive attributions favour the correct product while the negative attributions favour the incorrect product. The IGs show that the two methyl substituents circled with blue are significantly contributing to the correctly predicted selectivity. The attributions on the other parts of the molecule are harder to interpret. This can be the result of the model being uncertain.

Fig. 5.3 IG attributions highlight correct model reasoning. (a) The model correctly predicts the product of a typical epoxidation reaction and shows significant positive attributions to the two methyl groups that are responsible for the selectivity. (b) We validate the model’s knowledge on two unseen epoxidation reactions from chemical literature [213]
in the prediction leading to larger gradients along the path integral during the calculation of the attributions.

To validate the interpretation that the model has learnt this selectivity we generated the Molecular Transformer predictions for two further examples from the literature as shown in Figure 5.3b. The first example is very similar to the one examined in detail above and the model is consistently predicting the correct product. The second example is more challenging for the model for a number of reasons. First, the reagent is not mCPBA but dimethyldioxirane which appears much less frequently, only 14 times in the training data, secondly both double bonds are substituted, and the difference is made by more subtle chemistry, the ester group being electron withdrawing. The model can predict the correct outcome here as well confirming that the predictions are correct for the right reason.

5.4.2 Diels-Alder

The Diels-Alder reaction transforms a conjugated diene and an alkene (called dienophile) to a six-membered ring with a double bond [214]. There are very few limitations on the character of the diene. It only has to be flexible enough to take up an s-cis conformation. The dienophile, on the other hand, should have carbon-carbon double bonds conjugated preferably with an electron-withdrawing group. A typical example of a Diels-Alder reaction used as a test case is shown in Figure 5.4a.

The Molecular Transformer was unable to predict the regioselectivity of this reaction, and in fact, the predicted product was clearly wrong with the actual possible products getting 0 probability scores. Since the prediction is obviously wrong, we followed the bottom branch of the workflow at Figure 5.2a and generated the most similar training reactions to see what causes this erroneous prediction.

Figure 5.4b shows the Top-3 most similar reactions from the training set based on the model encoder output similarities. The most similar training reaction (i) is an erroneous reaction, whilst the second and third are carbon-carbon bond formations, but via Grubbs methathesis [215] rather than cycloadditions. This means that the model has not learnt a good representation of Diels-Alder reactions in the latent space.

To investigate if the cause of this was a lack of training data we devised a reaction template corresponding to the [4+2] cycloaddition and found that there were only 7 reactions matching it in the entire USPTO database. This example illustrates how attribution to data can be useful for identifying erroneous predictions caused partly due to erroneous data and partly due to the scarcity of training examples.
Fig. 5.4 Data attribution explains erroneous predictions. (a) The model makes an incorrect prediction on a typical example of a Diels-Alder reaction with challenging selectivity. (b) Attribution to the USPTO training data shows that the model either completely fails to recognize Diels-Alder reactions or that no Diels-Alder reaction is present in the dataset.

5.4.3 Friedel-Crafts Acylation

Friedel-Crafts acylation reactions are an example of electrophilic aromatic substitution [216]. In these reactions, a hydrogen on an aromatic ring is substituted by an acyl group. In the case of a benzene ring with a single substituent, there are three different hydrogen positions where this substitution can happen. The electronic and steric character of the substituent on the ring determines the selectivity of these reactions. An example of a selective Friedel-Crafts reaction is shown in Figure 5.5(a) where according to the patent the para product is formed with a yield of 90% [217]. In this reaction, the acyl group is primarily substituting the hydrogen in the para position compared to the -F substituent. The transformation is correctly predicted by the Molecular Transformer.
Fig. 5.5 IG attributions reveal incorrect reasoning and guide the design of adversarial examples. (a) The model correctly predicts the major para product of a typical Friedel-Crafts acylation, but low attribution is given to the para-directing -F group. (b) The model is fooled into incorrectly predicting the para product when the -F is replaced by meta-directing groups. The low attributions given to the directing groups indicate that the model has not learnt their importance.

The IG attributions indicate that the importance of the fluorine (-F) for this reaction is completely neglected by the model. A much larger attribution is given to the reagent suggesting that the model attributes this selectivity to the reagent rather than the true directing group. Guided by the attributions we replaced the fluorine with a number of typical meta-directing groups to create adversarial examples. We observe that the model (wrongly) predicts the para product. In this case, negative attributions favour the meta product, and positive attributions the para product. We do not find any correlation between the attribution values and the directing effect of the substituent. From this, we can conclude that the model has not learnt the selectivity in the case of Friedel-Crafts acylation reactions on substituted benzene rings.
5.5 Revealing the Effect of Bias through Artificial Datasets

Interestingly in one of the adversarial examples the attribution on the meta-directing group is negative, meaning that according to the model, the amide group (correctly) favours the formation of the meta product. This agrees with chemical principles, but the model is nonetheless still predicting the para to be the major product. We hypothesize that this might be due to biases in the training data – using template analysis to count the number of para/meta/ortho Friedel-Crafts Acylations in USPTO (Figure 5.6), we find that there are many more para substitution reactions than meta in the training dataset. The origin of this bias is unclear, but a possible explanation is that medicinal chemists are encouraged to perform para substitutions when investigating the structure-activity relationship of a bioactive compound [218].

![Venn Diagram](image)

**Fig. 5.6** The number of para Friedel-Crafts acylation reactions in USPTO far outweigh those of meta or ortho reactions. Overlaps in the Venn diagram denote cases where the benzene has more than 1 substituent.

This data bias may result in the model being biased towards predicting para substitutions even in the presence of meta-directing groups, as the model can achieve very high (~ 98%) accuracy on the training set by always predicting the para product. To more quantitatively investigate how this imbalance in training data affects the model predictions, we train the Molecular Transformer on artificial datasets with varying proportions of meta and para Friedel-Crafts substitutions. By comparing the performance of the trained models, we demonstrate that the unchemical para-favouring behaviour of the USPTO-trained Molecular Transformer is the result of dataset bias.
5.5 Revealing the Effect of Bias through Artificial Datasets

5.5.1 Artificial dataset construction

We generate three sets of artificial training data and one held-out artificial test set of electrophilic aromatic substitution reactions using SMART templates. Each reaction consists of a benzene ring singly substituted with a directing group reacting with an acyl chloride to form either a para- or meta-acylated product.

Ten para directing groups (fluorobenzene, chlorobenzene, isopropylbenzene, tert-butylbenzene, N-phenylacetamide, N-phenylpropionamide, phenol, ethoxybenzene, isopropoxybenzene, sec-butylbenzene) and ten meta directing groups (N,N,N-trimethylbenzenaminium, (trifluoromethyl)benzene, benzaldehyde, acetophenone, methyl benzoate, ethyl benzoate, benzonitrile, nitrobenzene, methyl benzenesulfonate, ethyl benzenesulfonate) were used.

The -R groups for the acyl chlorides were generated by enumerating straight carbon chains of length 2-8 with 0-1 C=C double bonds also using SMARTS templates. Acyl chlorides were obtained by placing an acyl chloride group onto a random sp3 carbon on each of the -R groups. The acyl chlorides are enumerated with the benzyl compounds to generate valid chemical reactions.

To investigate the effect of dataset bias, we vary the proportion of para:meta reactions in the training dataset and observe how the Molecular Transformer performs on a test set with a 1:1 proportion of para:meta reactions (Table 5.1). We first construct a ‘Balanced’ dataset which has a 1:1 ratio of para:meta reactions (3100:3100) by enumerating all acyl chlorides with all benzyl compounds. We also create a ‘Biased’ dataset which has a 9:1 para:meta ratio (2790:310) by performing a 10:1 random split on the acyl chlorides so that fewer meta reactions are present. Finally, we generate a ‘Severely Biased’ dataset with a 100:1 para:meta ratio (3000:30), which is closest to the observed ratio in USPTO, by performing a 33:1 random split on the acyl chlorides and also only keeping three meta-directing benzyl compounds (benzaldehyde, (trifluoromethyl)benzene, and nitrobenzene).

Table 5.1 Number of meta-/para-directing reactions in the artificial datasets.

<table>
<thead>
<tr>
<th></th>
<th>Meta</th>
<th>Para</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balanced (training)</td>
<td>3100</td>
<td>3100</td>
</tr>
<tr>
<td>Biased (training)</td>
<td>310</td>
<td>2790</td>
</tr>
<tr>
<td>Severely-Biased (training)</td>
<td>30</td>
<td>3000</td>
</tr>
<tr>
<td>Test set</td>
<td>177</td>
<td>177</td>
</tr>
</tbody>
</table>

The test set has an equal proportion of para and meta reactions generated using the three meta-directing benzyl compounds from the ‘Severely Biased’ training set and three para-directing ones (Fluorobenzene, N-phenylpropionamide, and ethoxybenzene), together with -R
groups from enumerating straight carbon chains of length 9-10 with no double bonds. This resulted in a test set with 177 para and 177 meta reactions.

5.5.2 Model performance on artificial datasets

On USPTO the Molecular Transformer was trained for \( \sim 300 \) epochs, so for a fair comparison, this is the regime we wanted to investigate with the artificial datasets. We trained 10 transformer models on each of the three training sets and saved checkpoints from the beginning of model training up to 256 epochs.

![Figure 5.7](image)

**Fig. 5.7** Biased training data leads to biased predictions from the Molecular Transformer. The figure shows the proportion of para (solid line) and meta (dashed line) predictions on a balanced test set as a function of the number of training epochs for different biased training sets. The error bars shown indicate the standard deviation in the results from training an ensemble of 10 randomly initialized models. The proportion of meta and para predictions does not always add up to 1, because it takes some iterations for the model to learn the SMILES syntax and we discount invalid predictions.

Using SMARTS template matching, we measured the proportion of model predictions (with valid SMILES) that are meta and para as a function of the number of epochs for different dataset biases (Figure 5.7). The results show that the Molecular Transformer is highly susceptible to learning dataset bias. When the model is trained on the balanced dataset, it rapidly converges to predicting equal amounts of para and meta substitution reactions, confirming that the bias is not caused by neural network architecture limitations. The model trained on the biased dataset containing only 10% meta reactions in the training set is not able to get rid of the bias. For
the severely biased training set (where the proportion of para/meta reactions is closest to the observed ratio in USPTO) the model does not predict any meta products at all.

Finally, we ran the models to convergence to see if eventually they are able to predict the correct structures. After ~4000 epochs the ratio of meta to para was exactly 1:1 for the balanced dataset and about 3:5 on both the biased and severely-biased datasets. This shows that by training longer the effect of dataset bias can be mitigated, but it cannot be removed altogether.

This numerical experiment confirms that the Molecular Transformer is guilty of the Clever Hans effect – it appears to know chemical reactivity only because it learns hidden bias in the dataset. This is analogous to the bias observed in neural machine translation, where a pronoun indicates the gender of a word, but the model disregards it when translating due to the presence of gender stereotypes in the training data [219].

5.6 Uncovering Scaffold bias

Our case study of Friedel-Crafts acylation reveals the sensitivity of the Molecular Transformer to dataset bias. We turn to examine another source of bias – compound series bias, or scaffold bias [129]. This is the phenomenon where very similar molecules appear in both the training and the test set. This leads to ML models achieving high accuracy on the held-out set which does not necessarily correlate with the true generalization performance of the models. This is particularly acute for drug discovery datasets as medicinal chemists typically design molecular ‘series’ by adding various functional groups to a central chemical ‘scaffold’. In chemical reaction datasets, scaffold bias manifests itself as similar molecules undergoing very similar transformations.

To gain further insight into this phenomenon, we apply a 50:50 random train/test split to the full USPTO dataset and inspect reactions from one set that have structurally similar products to those from the other set. We define the 'structural similarity' of two molecules by calculating the Tanimoto similarity $\sigma$ between the Morgan fingerprints of the respective molecules [49]. Figure 5.8 reveals that many training and test set reactions are remarkably similar as measured by both $\sigma$ as well as the Tanimoto similarity of the reaction difference fingerprints of the reaction [220].

We find that 57% to 93% of reactions from the test set contain a structurally similar product to a reaction from the training set. This would not be problematic if the datapoints involved different reactants and reagents reacting via different mechanisms to form the same product. However, this is not the case – reactions with similar products often also share reactants and undergo similar chemical changes. This means that using a random train/test split to assess the
Near identical reactions from USPTO 50:50 random train / test split

Training Set

Test Set

Product Fingerprint similarity = 0.684
Reaction Fingerprint similarity = 0.699

Product Fingerprint similarity = 0.632
Reaction Fingerprint similarity = 0.582

Product Fingerprint similarity = 0.538
Reaction Fingerprint similarity = 0.739

~78% of test set reactions have Tanimoto similar ‘sibling’ in training set

Fig. 5.8  Randomly splitting USPTO results in a large number of near-identical reactions shared between train/test sets. 78% of reactions in the test set have products that are within Tanimoto similarity 0.5 of a product in the training set following a 50:50 random split. By eye, it can be seen that many reactions with similar products (differences are highlighted by shading) have similar reagents and follow near-identical reaction mechanisms. This intuition is confirmed by the similarly high similarity of the reaction difference fingerprints from the reactions. The equivalent proportions are 93% and 57% for Tanimoto similarity > 0.4 and > 0.6, respectively.

Performance of reaction prediction models could be a misleading indicator of their ability to generalize. Indeed, this reconciles the seeming contradiction between the reported 90% top-1 accuracy of the Molecular Transformer and our findings above regarding the model’s fragility to reactions involving chemical selectivity.

5.6.1 Tanimoto-Splitting USPTO

To account for this drastic scaffold bias, we propose that datasets for training machine learning reaction prediction models should be split by the Tanimoto similarity of the molecular fingerprints of the reaction products. In other words, it should be ensured that no reactions in the test set have a product that is within Tanimoto similarity σ of any product from a training set reaction.
We implement this by first conducting a random split of the dataset, and then transferring all reactions that violate the Tanimoto similarity criteria from the test set to the training set – the proportion of the initial random split is adjusted until the desired final train/test ratio is obtained. For USPTO with Tanimoto threshold $\sigma = 0.6$, the dataset was randomly split 70%:30%, and the ratio after Tanimoto splitting was 89.1%:10.9%. For the $\sigma = 0.4$, the initial dataset was randomly split 30%:70%, and the ratio after Tanimoto splitting was 91.7%:8.3%.

Such a dataset split intends to remove structural bias but we must also make sure that the distribution of different reaction types in the train and test sets are still similar. This is important because we would like the test set score to reflect how well the model learnt the chemistry contained in the training set and we are less interested in extrapolation to unseen reaction types. To characterize the new Tanimoto-split dataset we inspected the distribution of reaction types in the training and test sets for both the random and Tanimoto-split datasets (Figure 5.9).

In order to inspect how the distribution of reaction types changes when using fingerprint similarity-based splitting, open-source template extraction code [14] was applied to the training, validation, and test sets from different dataset splitting methods (Figure 5.9 (a)). Reaction SMARTS describing bond changes of radius 1 were used to classify reactions to particular templates. The frequency of occurrence for each reaction template is divided by the size of the training/validation/test set to obtain the fractional occurrence of the template, which is plotted in decreasing order of frequency in the training set. For rare templates (ie low frequency reaction types) floating point errors are encountered; however, these do not affect the qualitative trends observed.

These graphs show that the distribution of templates in the test set closely follows that of the training set in all cases (Figure 5.9 (b - d)). As increasingly strict fingerprint similarity-based splitting is applied, the fractional occurrence of rare templates deviates more and more from that of the training set. In addition, for both random and Tanimoto-splits, there are no reaction templates present in the test set that are not contained in the training set, i.e. all reaction types in the test set are ‘seen’ by the model during training. In fact, Tanimoto-splitting increases the number of unique templates in the test set from $\sim$3k to $\sim$4.9k, suggesting that this splitting method can produce test sets that better represent the distribution of reaction types from the full dataset ($\sim$26k templates) compared to a random split. This is similar to an importance sampling scheme that helps sample the tails of the distribution as well.

We also inspected using the fingerprint difference between the product and reactant molecules for calculation of Tanimoto similarity calculation, which led to qualitatively similar changes in the reaction template distribution. However, we have concerns that noise present in the data-mining of reactants and reagents (presence/absence of salt/catalysts/solvents, etc) could cause unintentional effects on similarity calculation using reaction fingerprints and
Fig. 5.9 Tanimoto splitting minimally affects reaction template distribution. (a - b) The absolute occurrence (a) and fractional occurrence (b) of reaction templates in train/valid/test sets of USPTO from a random split. The distribution of test set reactions closely resembles that of the validation set. (c - d) The fractional occurrence of reaction templates in train/valid/test sets of USPTO from two different Tanimoto splits using the Morgan fingerprint of the reaction product. As the Tanimoto similarity threshold value is tightened from 0.6 (c) to 0.4 (d), the deviation in frequency of the test set reactions from the training set increases.

lead to additional hidden biases within the split. Together with the relative interpretability of the product fingerprint, we believe it is most practical for the community to simply use the molecular fingerprints of the reaction products for similarity calculation in splitting datasets.

5.6.2 Model performance on Tanimoto-split USPTO

We train and evaluate the Molecular Transformer on Tanimoto-split USPTO with $\sigma = 0.6$ and $\sigma = 0.4$, as well as the WLDN5 model of Coley et. al. [14] which is a widely-used graph-based machine learning reaction prediction model. This model explicitly represents molecules as graphs and considers reactions as a series of graph edits instead of the Molecular Transformer’s text-based translation of SMILES strings.
Table 5.2 shows that the model performance of both the graph-based model and the Molecular Transformer significantly decreases upon debiasing the dataset, but Molecular Transformer continues to outperform WLDN5. These results show that scaffold bias affects both graph-based and sequence-based models, confirming that this bias is intrinsic to data and independent of model architecture. Importantly, this demonstrates that there is significant scope for improvement in the performance of reaction prediction and that the 90% accuracy obtained for a randomly split dataset does not necessarily translate to real-life applications.

Table 5.2 **Reaction prediction models are strongly affected by scaffold bias.** The performance of the Molecular Transformer and WLDN5 on various USPTO train/test splits are shown, with the accuracy of the best-performing model highlighted in bold.

<table>
<thead>
<tr>
<th>Model</th>
<th>Top-1 [%]</th>
<th>Top-3 [%]</th>
<th>Top-5 [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molecular Transformer</td>
<td>90.4%</td>
<td>94.6%</td>
<td>95.3%</td>
</tr>
<tr>
<td>WLDN5</td>
<td>85.6%</td>
<td>92.8%</td>
<td>93.4%</td>
</tr>
<tr>
<td>Tanimoto Similarity &lt; 0.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molecular Transformer</td>
<td>80.9%</td>
<td>88.2%</td>
<td>89.6%</td>
</tr>
<tr>
<td>WLDN5</td>
<td>75.9%</td>
<td>86.2%</td>
<td>88.8%</td>
</tr>
<tr>
<td>Tanimoto Similarity &lt; 0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molecular Transformer</td>
<td>74.6%</td>
<td>82.9%</td>
<td>84.5%</td>
</tr>
<tr>
<td>WLDN5</td>
<td>69.3%</td>
<td>80.9%</td>
<td>84.1%</td>
</tr>
</tbody>
</table>

### 5.7 Discussion

In this chapter, we developed a framework for quantitatively interpreting the predictions of Molecular Transformer, a state-of-the-art model for predicting the outcome of chemical reactions. We show that the model makes predictions based on patterns it recognizes and the statistics of the training data, but this does not necessarily coincide with the underlying chemical drivers of reactivity. This can result in erroneous predictions. Attributing the predicted probability to parts of the input allowed us to foresee these failure modes.

Through this interpretation framework, we discover that the model is susceptible to the Clever Hans effect, where the correct outcome is reached by learning bias. For instance, the dataset contains orders of magnitude more para than meta electrophilic aromatic substitution reactions, and the Molecular Transformer frequently arrived at correct test set prediction by simply memorising this fact. The inclusion of additional physical insight into models, as done
in recent work incorporating explicit reaction mechanisms for reaction prediction [221] and machine-learning regio-selectivity prediction [222], may be an effective way of increasing model robustness against dataset bias. A possible way to accomplish this in Transformer models is via the augmentation of token embeddings with physical descriptors. Moreover, future efforts should focus on benchmarking other graph-based synthesis prediction tools such as the recent MEGAN architecture as well [223].

We have also shown that incorrect predictions can be the result of erroneous training data points. This can be revealed using our method to attribute model predictions to training data. This method can also aid experimental chemists using the Molecular Transformer. The references corresponding to the most similar training reactions can be used to impute experimental conditions. This principle can be used in many scientific machine learning applications where the training data is generated via text-mining which is known to lead to the loss of important metadata, like reaction conditions.

Finally, we have shown that scaffold bias is a phenomenon present in the published literature on reaction prediction. Many of the reactions in the test set have almost identical twins in the training set. This leads to an overestimation of the generalization performance of the models as reported in the literature. We have re-trained two of the leading models the Molecular Transformer and the graph-based WLDN5 model on our new Tanimoto-split dataset and found that the Top-1 accuracy of the models dropped significantly.

Our work highlights the importance of understanding and evaluating scientific machine learning models beyond looking at their accuracy on standard benchmark datasets. By rigorously applying interpretability techniques, we reveal how systematic weaknesses of the models can be uncovered, proving insights that facilitate the work of model developers. We believe further work into the use of input attribution and interpretability tools to critically analyse machine learning models for retrosynthesis, as well as other areas of computational science, is vital for continued refinement of predictive models.
Chapter 6

Augmenting Nanomolar High-Throughput Screening with Machine Learning for Compound Optimisation

Accurately determining the biological activity of a molecule requires compound synthesis and purification followed by the preparation of a solution of known concentration to measure compound activity via an assay. However, compound purification can be time-consuming and costly, bottlenecking the throughput of compound screening. This is a challenge, particularly when exploring large and diverse sets of analogues for an intermediate hit or lead compound in order to derive its structure-activity relationship (SAR).

Recent work in developing nanomolar-scale high-throughput chemistry seeks to address this issue [224–226]. Adopting techniques from plate-based biological-assay screening, reacting one reagent with a different second reagent in each well of the plate, these approaches enable commonplace medicinal chemistry reactions (e.g., amide couplings and Suzuki reactions) to be conducted in a high-throughput manner with minimal starting material (<300 nmol). Utilising this method at the end of a synthesis route allows high-throughput generation of analogues for SAR exploration. In addition to higher throughput, nanomolar-scale chemistry also reduces costs by lowering solvent usage and conserving advanced intermediates in the synthesis route.

The drawback, however, is that it is rarely possible to perform purification for reactions conducted at the nanomole scale. The output of these reactions is therefore a mixture of chemical reactants, reagents, and products known as a crude reaction mixture. These reaction mixtures can still be assayed for measuring biological activity, but there will necessarily be additional noise as detected potency will be influenced by variations in reaction yield or interference from the reactants. Nevertheless, nanomolar-scale synthesis combined with biochemical screening of crude reaction mixtures has been exploited for the discovery of
Fig. 6.1 **Schematic illustration of the screening workflow.** Nanomolar-scale crude reaction mixtures are assayed for activity against Mpro, and a machine learning model is trained to regress the bioactivity measurements from the chemical structure of the compounds. The trained model is used to identify false negatives in the dataset and to identify novel hits in a prospective virtual screen.

potent inhibitors for several kinases [227, 226], illustrating the potential of this approach for accelerating hit-to-lead drug design.

A related method for high-throughput synthesis is DNA-encoded libraries (DEL) [19]. By linking small molecule building blocks with DNA fragments before chemically enumerating the building blocks with one another, large and diverse combinatorial libraries can be generated. These libraries can be biochemically screened in crude because potent compounds which bind to the protein target can be identified by their DNA tags using high-throughput sequencing methods. There has been recent success in training ML models on DEL bioactivity screen for hit-finding [228, 229] as well as toxicology screening [230], and the success of this approach suggests that applying ML to nanomolar screening data may also be possible.

In this chapter, we investigate the application of ML models on bioactivity data from nanomolar-scale high-throughput screening of crude reaction mixtures against SARS-CoV-2 Mpro. We show that ML models can be trained on this data to identify false negatives within the dataset missed due to experimental noise and that these models can be used to identify novel hits in a prospective virtual screen.
6.1 Modelling high-throughput crude screening data

The COVID Moonshot campaign [143] against SARS-CoV-2 main protease (Mpro) investigated multiple chemically diverse molecular series simultaneously in order to minimise the risk of failure. One of the series explored was MAT-POS-4223bc15-21, whose molecular structure had the potential for optimisation towards targeting the P4 pocket of Mpro.

To rapidly evaluate the SAR of this series, nanomolar high-throughput chemistry was used to enumerate a library of 300 amine building blocks via amide coupling. Yield estimation via integration of UV spectra showed 151 of the library yielded >30% of the desired product, and the crude reaction mixtures were then assayed against Mpro (Experimental details can be found in Appendix B.1 & B.6).

Although the bioactivity measured in crude is a strong indicator of the potency of compounds, it is also influenced by the yield of the crude reaction mixture. Inspection of the crude activity data reveals a clear relationship (Spearman correlation \( \rho = 0.54 \)) between the measured bioactivities from crude reaction mixtures and reaction yield. High-yielding compounds are likelier to exhibit high activity (strongly inhibiting Mpro) while low-yielding compounds tend to have low activity, though the overall correlation is not strong (Spearman correlation \( \rho = 0.54 \)).
Machine learning is able to model crude bioactivity data. The model predictions (y-axis) are generated in a leave-one-out fashion, where the model is trained on all but one datapoint, and then evaluated on the remaining datapoint which is then repeated for each datapoint in the dataset. The datapoint circled in red is a false negative identified by the model and subsequently experimentally validated (Figure 6.4).

measured activity and the yield of the crude reaction mixture (Figure 6.2). Compounds with high yields tend to have strong inhibition, while many compounds with low measured yields have no activity. This means that potentially potent inhibitors may be missed due to low yield from the amide coupling reaction, and this confounding variable adds additional difficulty to the already challenging task of modelling bioactivity with machine learning.

We model the bioactivity data using two different ML models, taking the mean of their predictions as the final output, to avoid overfitting to the small number of datapoints in this dataset. The two models are: (A) a random forest (RF) model that takes the Morgan fingerprint representation of the amide product in the crude reaction mixture, and (B) a gaussian process (GP) model that takes the Morgan fingerprint representation of the amine building block as that is the only varying component in the reactants of the crude reaction mixture. Both models aim to predict the measured activity of the crude reaction mixture.

Due to the small size of this dataset, we also choose to use a leave-one-out cross-validation approach to train the models. This means that the model is trained on all but one datapoint, and then evaluated on the remaining datapoint. This is repeated for each datapoint in the
Confirms False Negative

Fig. 6.4 Experimental validation of ML identified false negative. A compound with a large positive difference between predicted and measured activity (Figure 6.3) was re-synthesized and assayed to obtain full dose-response curves. Two sets of curves were obtained with one set demonstrating significantly higher potency than the other, suggesting that solubility issues were interfering with the assay measurements. Examining the higher potency dose-response curves show that the compound has IC50 = 0.113 ± 0.046µM, which would place it among the top 20 potent compounds in the original dataset.

dataset (Figure 6.3). Overall, the model predictions moderately correlate with the experimental measurements (Spearman correlation $\rho = 0.64$) and identify distinct clusters of high and low-activity compounds.

While the model is generally quite conservative in its predictions, it does identify several compounds with a high predicted activity that are not active in the crude assay. We suspected that these were false negatives due to either the low yield of the crude reaction mixture or some other form of experimental noise. We identified 5 compounds with the largest positive difference between predicted and measured activity and re-synthesized, purified and re-tested them with full dose-response curves to obtain IC50 inhibition values. This revealed that one of them was indeed potent with IC50 = 0.113 ± 0.046µM (ASAP-0000204) (Figure 6.4).

6.2 Prospective Virtual Screening

Having demonstrated that our ML model can meaningfully learn insights from crude activity data and identify false negatives, we further investigate whether it can extrapolate to novel compounds and be used for virtual screening. The ultimate aim of the SAR exploration of MAT-POS-4223bc15-21 is to optimise potency, and by virtually screening commercially
Augmenting Nanomolar High-Throughput Screening with Machine Learning for Compound Optimisation

Fig. 6.5 Virtual screening with ML is able to identify compounds with high potency. The bioactivity distribution of ML-identified compounds from virtual screening is similar to those from the most potent crude compounds. The top 20 crude compounds are shown in blue, and the top 20 ML compounds are shown in orange.

available amine building blocks for the amide coupling reaction we may be able to identify novel compounds with even higher potency.

We construct the screening library by virtually enumerating primary and secondary amine building blocks from Enamine with the same carboxylic acid substructure from MAT-POS-4223bc15-21, resulting in a library of 62,814 amides. These compounds were then filtered for structural alerts and molecules with more than one chiral center were removed to avoid complications in assessing potency. This leaves 58,082 compounds which were scored by the trained GP and RF models, and the top 20 (“ML”) compounds with a high mean predicted activity were selected for synthesis, purification, and assaying to obtain IC50 values.

In parallel, the top 20 (“crude”) compounds with the highest measured crude activity from the initial 300 amides were also selected for resynthesis. Crystal structures of the resynthesised compounds bound to Mpro were obtained, verifying that the extended compounds indeed adopt a similar binding mode to the parent, extending towards P3/P5 instead of the P4 pocket nevertheless forming new interactions with Mpro.

Both sets of compounds exhibit similar distributions in bioactivity (Figure 6.5), with several compounds improving IC50 by up to 300-fold on MAT-POS-4223bc15-21 (up to 3-fold on the corresponding methyl-amide). The top 2 ML compounds showed promising average IC50 values of 53nM (ASAP-0000169) and 75nM (ASAP-0000211), respectively (Figure
6.3 Discussion

In this work, we demonstrate the application of ML models on bioactivity data from nanomolar-scale high-throughput screening of crude reaction mixtures and illustrate the potential of this approach for accelerating compound optimisation in drug discovery. Focusing on the SAR exploration of an inhibitor against SARS-CoV-2 Mpro, we show that ML models trained on nanomolar-scale crude screening data can be used to identify false negatives within the dataset missed due to experimental noise. Furthermore, we show that these models can be used for virtual screening of compound libraries and identify novel potent inhibitors.

The combination of nanomolar-scale synthesis with cellular/biochemical screening is a powerful experimental technique that can greatly speed up compound optimisation and has already demonstrated success in the discovery of potent kinase inhibitors [227, 226]. Despite the relatively high throughput of this technique, the number of compounds that can be screened

---

Fig. 6.6 Comparison of top ML compounds vs top crude compounds. The top compounds from the crude screening are more potent but contain aniline motifs (highlighted in red) that are undesirable due to toxicity concerns.

6.6). Although the top 2 most potent crude compounds were more potent with IC50 = 28nM (ASAP-0000221) and IC50 = 34nM (ASAP-0000164), they contain aniline motifs that are generally avoided due to their propensity for the formation of reactive metabolites [231]. The top 2 crude compounds without the aforementioned motif had IC50s of 46nM (ASAP-0000155) and 64nM (ASAP-0000225), which are similar to the top 2 ML compounds.

This result highlights ML’s ability to identify promising yet overlooked scaffolds without compromising potency.
is still dwarfed by the size of chemical space, intrinsically limiting the degree to which compound potency can be optimised. Not only can machine learning augment this technique by deconvolution of the experimental noise, they fundamentally extend its reach by utilising the data to virtually screen compound libraries and explore chemical space.

While only a single iteration of model training and prospective testing was investigated in this work, it is clear that the combination of ML with nanomolar high-throughput screening could be very effective in an automated decision-making workflow. As discussed in a previous chapter, an automated workflow for the generation of molecular designs could potentially reduce iteration cycle time, require fewer compounds and iterations to produce a candidate, and scale to more programs [185, 186, 184]. Nanomolar high-throughput screening could be used as the testing step in such a workflow for performing Bayesian optimisation of compound potency [187].

More broadly, the concept of using crude reaction mixtures in place of pure compounds in drug discovery is not limited to biochemical assays. Recent work in utilising crude reaction mixtures for crystallographic fragment screening demonstrated approximately 7\(x\) saving of reagents and solvents and up to a 4\(x\) reduction in time [232]. The higher throughput of these approaches necessarily results in additional noise, and perhaps the application of machine learning can be used to detect outliers in such data and perform extrapolation also with the ultimate aim of accelerating drug discovery.
Chapter 7

Outlook

The research presented in this thesis explores ways in which data-driven approaches based on machine learning can be leveraged in the design-make-test cycle of drug discovery. In each of the three steps of ‘design’, ‘make’, and ‘test’ we encounter the same underlying challenge, of grappling with the practical difficulties of a drug discovery campaign where we must make full use of the limited data available.

In Chapter 3 we looked at how to leverage fragment-protein structures from a crystallographic fragment screen to hit discovery in the absence of any bioactivity data. Using an unsupervised learning approach, we learn the geometric distribution of pharmacophores from the fragment-protein complexes and use these to screen potential molecules for bioactivity. We showed that this approach outperforms docking in distinguishing active compounds from inactive ones on retrospective data. Further, we prospectively found novel hits for SARS-CoV-2 Mpro and the Mac1 domain of SARS-CoV-2 non-structural protein 3 by virtually screening a library of 1 billion molecules.

Chapter 4 takes us to the early stages of hit-to-lead molecular optimisation where bioactivity data is limited, noisy, and dominated by inactive molecules. We overcame this challenge with a learning-to-rank framework via an ML model that predicts whether a compound is more or less active than another. This approach allowed us to make use of inactive data and threshold the bioactivity differences above measurement noise, and validation on retrospective data for SARS-CoV-2 Mpro showed that we can outperform docking on ranking ligands. Combining this model with AI-based synthesis tools, we prospectively screened a library of 8.8M molecules to arrive at a potent compound with a novel scaffold.

While AI-based synthesis tools have already shown demonstrable success in accelerating the synthesis of new molecules, they are still prone to failure and suffer from a lack of transparency in their decision-making due to their black-box nature. To address this, in Chapter 5 we showcased a workflow for quantitatively interpreting a state-of-the-art deep learning model
for reaction prediction. By analysing chemically selective reactions, we showed examples of correct reasoning by the model, explain counterintuitive predictions, and identify Clever Hans predictions where the correct answer is reached for the wrong reason due to dataset bias.

In Chapter 6 we explored how to accelerate testing procedures by applying machine learning to bioactivity data from nanomolar-scale high-throughput chemistry. While this experimental technique greatly increases the number of molecules that can be tested, there is additional noise resulting from having to assay crude reaction mixtures instead of pure samples. Nevertheless, we showed that machine learning models trained on this data can cut through this noise and identify a false negative assay measurement, as well as prospectively screen a library of 62K molecules to discover new SARS-CoV-2 Mpro inhibitors just as potent as those from the original assay.

### 7.1 Directions for Future Research

While we have explored some methods to accelerate the design-make-test cycle in this thesis, there is still much more work to be done to bring us closer to the dream of efficient and automated drug discovery. Below, we outline some of the most prominent directions for future research.

#### 7.1.1 Deploying and Extending ML-based Synthesis Tools

Machine learning-based models for synthesis prediction have made significant strides in recent years, and are already sufficiently accurate to be deployed in industry for synthesis route design [233]. However, translating these models into a practical tool that can be used by non-specialists is non-trivial. Connecting these models with commercial compound databases, updating models in response to changes in stock availability, and developing more user-friendly interfaces are fruitful engineering challenges for enabling more widespread adoption of these tools.

An intriguing extension of this idea is allowing a large language model (LLM) to access ML-based synthesis tools. Large language models, using the same architectures on which many ML synthesis tools are based, have demonstrated incredible success in natural language processing as well as in understanding programming languages [106, 234, 235]. An exciting use-case is to allow LLMs to make API calls to other software, meaning that one can abstract away complex programming tasks by just giving a natural language description of the task to the LLM. A recent example demonstrated how GPT-4, a powerful LLM, can perform molecular queries in the PubChem database, determine whether the molecule is purchasable, find a
suppliers that sell it, and either purchase the compound or draft an email to a synthesis CRO to order [236]. Integrating LLMs with ML-based synthesis tools, or augmenting LLMs by training them to understand SMILES and/or SMARTS, could extend such capabilities and facilitate complex user requests in synthesis planning.

In tandem with optimising model deployment, continued improvement in the accuracy of synthesis predictions can be achieved in several ways. Novel model architectures that better reflect the underlying structure of chemical reaction data, both the graph nature of molecules as well as the correlations between chemical reactions from the same patent, could potentially improve the accuracy of synthesis predictions. The incorporation of proprietary reaction data from industry should also lead to improved performance, although there are difficulties in standardising data from electronic laboratory notebooks (ELNs) [237] and there has been conflicting evidence regarding its usefulness [238, 239]. Finally, the creation of better benchmarks, likely incorporating disclosed industrial data [240], can help ensure that models are evaluated under realistic conditions, providing a more accurate and robust representation of their capabilities.

Last but not least, there is much room for improvement in the prediction of optimal reaction conditions, catalysts, and reaction yields, [241–243] which are not currently handled by most ML-synthesis tools. While existing models are effective at predicting the outcomes of small-scale chemical reactions, they may not be as accurate when it comes to predicting the behavior of reactions that must be scaled up for large-scale production. Including the modelling of reaction yields and reaction conditions, for example via training on high-throughput experimentation data [244, 245] combined with Bayesian optimisation [246], would allow for greater precision overall, and expand the scope of these models beyond small-scale reactions to bridge the gap between research and production.

7.1.2 Addressing Data Scarcity

A common challenge in drug discovery is the limited availability of data. While it is true that data scarcity is a persistent issue, it is also true that we are not making the most of the data that we do have [91]. Existing datasets can be enhanced by utilizing them in more effective ways, and by designing models that take into account the unique structure inherent in the data. For example, imputation-based methods explicitly consider data sparsity, filling in missing data points with estimates derived from other data points which allow researchers to make use of incomplete datasets and exploit correlations between different endpoint measurements [247–249]. Transfer learning approaches involve using knowledge gained from one dataset to inform the learning process in another domain, and there is a large scope for designing models that can utilise abundant noisy data to improve the prediction of low-data properties [250, 251].
By developing and utilizing models that are specifically designed for low-data regimes instead of merely adapting models performant in data-rich scenarios, we can make more accurate predictions and gain insights that would not be possible with traditional models.

Federated learning is another promising approach that can help overcome data scarcity by building models that can learn from proprietary data while maintaining data privacy [252]. The pharmaceutical industry possesses orders of magnitude more data on experimental measurements than publicly available but that data is often proprietary and cannot be shared. Federated learning approaches allow us to pool data from multiple industrial partners while maintaining the privacy and security of the underlying data, allowing us to build more accurate models than possible by any individual partner. A landmark example of this is the MELLODDY project [253, 254], which brought together ten pharmaceutical companies and aggregated over 2.6+ billion confidential experimental data points for 21+ million different small molecules and 40+ thousand on-target and pharmacokinetics assays. The massive increase in collective training data boosted predictive performance, particularly for pharmacokinetics and safety panel assays. The methodology of this project is a strong foundation on which to build more powerful federated learning platforms in the future.

In parallel to maximising the use of existing data, there are also exciting opportunities to use machine learning methods to leverage noisy but high-throughput experimental techniques in drug discovery. One example of such a technique is DNA-encoded libraries, which enable the synthesis and screening of large numbers of compounds in a relatively short amount of time. While the resulting data may be noisy, the sheer volume of data generated makes it a valuable resource for building ML models [228, 230, 229]. There is a large scope for developing models that can leverage data from other under-utilised high-throughput techniques, from microfluidics platforms [255, 256] to high-throughput crystallography [257, 158], to deliver novel insights in drug discovery.

7.1.3 Integration of Protein Bioinformatics

Although bioactivity involves the complementary interactions between a small molecule and its protein target, the focus of machine learning methods in drug discovery has largely been on molecules alone while the protein component has been largely neglected. Recent stunning advances in machine learning for protein bioinformatics, such as AlphaFold [61] and RFD-diffusion [258], suggest that ML bioinformatics models have a rich understanding of protein structure and function. It is clear that by integrating these models and workflows with those for ML in chemistry and cheminformatics, we may be able to make significant breakthroughs in bioactivity prediction which remains a fundamental challenge in drug discovery.
Expanding beyond bioactivity prediction, these models and workflows should improve the modelling of small molecule interactions with proteins in general. This could enable better understanding of metabolic pathways and the dynamics of biochemical processes which are relevant for the prediction of pharmacokinetics and toxicity properties, areas in which data scarcity and assay variability pose an even greater challenge than bioactivity prediction \cite{259, 250, 260, 251}. Greater accuracy in predicting in-vivo measurements from in-vitro data would allow us to design safer drugs and reduce clinical-stage attrition in the latter stages of drug development.

Demonstrable achievements in predicting protein function \cite{261} as well as enzyme design \cite{262} also open the door for designing efficient biocatalysed synthesis routes for otherwise unsynthesisable drug candidates. This could have a particular impact in the latter stages of drug design where functionalisation of a complex drug candidate is required to optimise its pharmacokinetics while retaining bioactivity. The inclusion of basic enzyme information into ML-based synthesis tools has already shown predictive capabilities on retrospective data \cite{263}, and successful prospective validation experiments will likely follow.

Extrapolating further, the ability to predict molecular interactions with a diverse range of proteins could also be used to determine molecular mechanisms of action, as well as identify new drug targets \cite{264}. By combining insights from both chemical and biological data, we can gain a more comprehensive understanding of how small molecules interact with the body at a molecular level, opening up new opportunities for drug discovery and design.

### 7.1.4 Full Automation of Drug Discovery

Full automation of the drug discovery process is an ambitious goal that is the ultimate destination of research in computational drug design. Developing systems that can perform multiple iterations of the design-make-test process autonomously, with no human intervention in the decision-making process, is a long-term goal that is still far from being realised \cite{265, 266, 185}.

At the moment the most advanced systems still require significant human intervention in the decision-making process, such as constraining the search space of potential drug designs, ordering/performing the synthesis/assaying of selected candidates, and interpreting experimental results \cite{184}. Achieving full automation of drug discovery will require integrating all of the models and workflows mentioned above, and developing new approaches to optimize decision-making and resource allocation. Incorporating generative models with reinforcement learning \cite{267, 268, 188, 269}, in particular, could be the ultimate embodiment of this vision, enabling systems to learn from experience and continually improve their performance.

That said, the computational and material resources required for training such an approach may be prohibitive in the near/medium term, and significant technological breakthroughs will
be required to make full automation of drug discovery a practical reality. Nonetheless, the potential benefits of such an approach are enormous, with the potential to transform the field of drug discovery and accelerate the pace of new drug development.
References


References


References


[151] Hiroshi Mukae, Hiroshi Yotsuyanagi, Norio Ohmagari, Yohei Doi, Hiroki Sakaguchi, Takushiro Sonoyama, Genki Ichihashi, Takao Sanaki, Keiko Baba, Yuko Tsuge, and


[216] Charles Friedel and James Crafts. Sur une nouvelle méthode générale de synthèse d’hydrocarbures, d’acétones, etc., 1877.


[244] Emma King-Smith, Simon Berritt, Louise Bernier, Xinjun Hou, Jacquelyn Klug-McLeod, Jason Mustakis, Neal Sach, Joseph Tucker, Qingyi Yang, Roger Howard, et al. Probing the chemical" reactome" with high throughput experimentation data. 10 2022.


[254] Martijn Oldenhof, Gergely Acs, Balazs Pejo, Ansgar Schuffenhauer, Nicholas Holway, Noe Sturm, Arne Dieckmann, Oliver Fortmeier, Eric Boniface, Clement Mayer,


Appendix A

Computational Details

A.1 Docking against SARS-CoV-2 Mpro

All molecules synthesised by the COVID Moonshot Consortium were docked against structure x2908 reported by Diamond XChem [159]. We use the “Classic OEDocking” floe v0.7.2 as implemented in the Orion 2020.3.1 Academic Stack (OpenEye Scientific). Omega was used to enumerate conformations (and expand stereochemistry) with up to 500 conformations. FRED was used for docking in HYBRID mode using the x2908 bound ligand. The docked poses of the ligands were scored using the Chemgauss4 scoring function.

A.2 FRESCO

The workflow for implementing efficient and accurate KDE fitting utilises several software packages. The Improved Sheather-Jones algorithm for KDE selection utilises the implementation in KDEpy. Each KDE is then constructed using the chosen bandwidths with scikit-learn [270] for technical ease of use in evaluating probabilities. The scikit-learn implementation relies on a relatively slow tree-based algorithm that searches over the training datapoints - to increase the computational efficiency of inference for virtual screening, computationally fast approximations of the KDEs are made using the scipy interp1d function [271].

The pharmacophore processing, substructure filtering, and butina clustering workflow was implemented using the rdkit [167] Python package.

All data and code used for this work can be found in the GitHub repo https://github.com/wjm41/frag-pcore-screen.
A.3 Ranking model

The MLP model for ranking compounds was implemented using the FastAI Tabular framework [177]. We found that the default hyperparameters often resulted in overfitting, so we use a smaller network with non-negligible dropout for additional regularization. Two layers of size 10 and 5 were used, with a dropout of 0.3 applied to both layers. The network was trained for 5 epochs with the Adam optimizer [110] and the 1cycle cyclical learning rate scheduler [272].

The reaction routes were generated using Manifold [273], an ML-based synthesis tool and search engine.

The model training sets, screening library, and code implementation are available at https://github.com/wjm41/mpro-rank-gen.

A.4 Molecular Transformer interpretation

The Molecular Transformer architecture used is based on the model described in Schwaller et. al. [126].

The model uses a 256 dimensional learnt embedding for each SMILES token. The encoder and the decoder are both made up of 4 standard transformer layers and dropout is applied with probability 0.1 [111]. For weight optimization the Adam optimizer is used and the model is trained for 500 000 steps. Checkpoints are saved every 10 000 steps and the final model is obtained by averaging the weights of the last 20 checkpoints for USPTO.

The model was implemented with OpenNMT-py package [274] which makes use of the PyTorch framework [275].

All code used for implementing the attribution tools for the Molecular Transformer, generating the artificial Friedel-Crafts dataset, and Tanimoto-splitting USPTO can be accessed at https://github.com/davkovacs/MTExplainer. The USPTO dataset used to train the model [25, 198], as well as the Tanimoto similarity-based train/test splits of USPTO can also be found in the GitHub repo.

A.5 Crude bioactivity modelling

The RF model was implemented with default hyperparameters in scikit-learn [270]. The code for implementing the RF model, as well as the bioactivity data, screening library and chosen molecules are available on https://gitlab.com/wjm41/noisyamides.
The GP model was also implemented in scikit-learn [270] with default length scale hyperparameters of 1.0 for the radial basis function as well as Matern kernels. The code for implementing the GP model can be found at https://github.com/emmaking-smith/Moonshot.
Appendix B

Experimental Details

B.1 SARS-CoV-2 Mpro assay

The experimental procedure for measuring Mpro inhibition via Homogeneous Time Resolved Fluorescence (HTRF) assay is the same as that previously reported by COVID Moonshot[143], which is repeated below.

Dose response assays were performed in 12 point dilutions of 2-fold, typically beginning at 100\(\mu\)M. Highly active compounds were repeated in a similar fashion at lower concentrations beginning at 10\(\mu\)M or 1\(\mu\)M. Reagents for Mpro assay were dispensed into the assay plate in 10\(\mu\)l volumes for a final volume of 20\(\mu\)L.

Final reaction concentrations were 20mM HEPES pH7.3, 1.0mM TCEP, 50mM NaCl, 0.01% Tween-20, 10% glycerol, 5nM Mpro, 37nM fluorogenic peptide substrate ([5-FAM]-AVLQSGFR-[Lys(Dabcyl)]-K-amide). Mpro was pre-incubated for 15 minutes at room temperature with compound before addition of substrate and ex/em filter set. Raw data was mapped and normalized to high (Protease with DMSO) and low (No Protease) controls using Genedata Screener software. Normalized data was then uploaded to CDD Vault (Collaborative Drug Discovery). Dose response curves were generated for IC50 using nonlinear regression with the Levenberg-Marquardt algorithm with minimum inhibition = 0% and maximum inhibition = 100%.

B.2 OC43 antiviral assay

A549 expressing H2B-mRuby were seeded in 384 well plates (4,000 cells per well) in DMEM+2% FCS in a total volume of 30ul. One day later, 20ul of OC43 were added to the wells for a final MOI of 0.3. one hour after viral addition, the drug (or DMSO as control)
was added to the cells. Drugs were added at a volume of 50nl, in a final dose range of 0.3-20mM. Cells were incubated at 33C, 5% CO2 for 2 days, fixed with paraformaldehyde and stained for the presence of the viral nucleoprotein. Images were captured and quantified using the Incucyte machine and software. 3 biological repeated were performed.

B.3 ML generated reaction schemes

B.4 SARS-CoV-2 nsp3-Mac1 assay

Inhibition of SARS-CoV-2 nsp3-Mac1 (aa residues 206–379 of nsp3) was assessed by the displacement of an ADP-ribose conjugated biotin peptide from His6-tagged protein using a HTRF-technology-based screening assay which was performed as previously described [166]. Compounds were dispensed into ProxiPlate-384 Plus (PerkinElmer) assay plates using an Echo 525 liquid handler (Labcyte). Binding assays were conducted in a final volume of 16 µl with 12.5 nM SARS-CoV-2 nsp3-Mac1 protein, 400 nM peptide ARTK(Bio)QTARK(Aoa-RADP)S (Cambridge Peptides), 1:20000 Anti-His6-Eu3+ cryptate (HTRF donor, PerkinElmer) and 1:125 Streptavidin-XL665 (HTRF acceptor, PerkinElmer) in assay buffer (25 mM HEPES pH 7.0, 20 mM NaCl, 0.05% bovine serum albumin and 0.05% Tween-20). Assay reagents were dispensed manually into plates using a multichannel pipette while macrodomain protein and peptide were first dispensed and incubated for 30 min at room temperature. This was followed by addition of the HTRF reagents and incubation at room temperature for 1 h. Fluorescence was measured using a PHERAstar microplate reader (BMG) using the HTRF module with dual emission protocol (A = excitation of 320 nm, emission of 665 nm, and B = excitation of 320 nm, emission of 620 nm). Raw data were processed to give an HTRF ratio (channel A/B × 10,000), which was used to generate IC50 curves. The IC50 values were determined by nonlinear regression using GraphPad Prism v.9 (GraphPad Software, CA, USA).

B.5 Crystallographic screening on SARS-CoV-2 nsp3-Mac1

Crystallographic screening of compounds was performed using Mac1 crystals grown in the P43 space group, following the previously described protocol (PMID: 33853786). Compounds synthesized by Enamine/WuXi were prepared in DMSO to 100 mM and were added to crystallization drops using an Echo 650 liquid handler (Labcyte) (PMID: 28291760). Crystals were soaked at either 10 or 20 mM for 2-4.5 hours, before being vitrified in liquid nitrogen using a Nanuq cryocooling device (Mitegen). Soak times and concentrations are listed in Table
Fig. B.1 Model generated synthetic schemes for compounds 1-5 in chapter 4. The synthesis schemes generated by our model (grey) and the experimental schemes (black).
S1. Diffraction data were collected at beamlines 12-1 and 12-2 of the Stanford Synchrotron Radiation Lightsource (SSRL). The data collection strategy and statistics are listed in Table S1. Compound binding was detected using the PanDDA algorithm (PMID: 28436492) as described previously (PMID: 35794891). PanDDA was initially run using a background map calculated with 34 datasets collected from crystals soaked only in DMSO (annotated as dmso_34 in Table S1). PanDDA was rerun with a background map calculated using two sets of 35 datasets where no compound binding was detected (annotated as either ssrl_1 or ssrl_2 in Table S1). This procedure led to the identification of an additional nine hits (Table S1).

Compounds were modeled into PanDDA event maps using COOT (PMID: 20383002) with coordinates and restraints generated by phenix.elbow from SMILES strings (PMID: 19770504). Duplicate soaks were performed for most compounds: where the same compound was identified in multiple datasets, the highest occupancy compound was modeled. Both the compound-bound and compound-free coordinates were refined together as a multi-state model following the protocol described previously (PMID: 28436492). Compound occupancy was set based on the background density correction (BDC) value (PMID: 28436492). Refinement statistics are presented in Table S1. Coordinates and structure factor amplitudes have been deposited in the protein data bank (PDB) with the group deposition code G_1002254. PanDDA input and output files have been uploaded to Zenodo (DOI: 10.5281/zenodo.7231822), and the raw diffraction images are available at https://proteindiffraction.org/.

B.6 High-Throughput Amide Coupling

The amide library was made by reacting the carboxylic acid under the optimized reaction conditions (2 eq. amine; 2 eq. EDC; 2 eq. HOAt; 5 eq. DIPEA; DMSO; RT; 24h) with 300 amines (202 aromatics, 49 primary, and 49 secondary aliphatic amines). For library production, we used Echo LDV plates and an Echo 555 acoustic dispenser for liquid handling. Plate copies were made after diluting the reaction mixture with 4 μL DMSO. For yield estimation, 1 μL of the diluted library was transferred to an LC/MS-ready 384-well plate, followed by dilution with 20% ACN in water to the final volume of 50 μL. The desired product was identified in 60% of wells.