Understanding the Thermal Properties of Amorphous Solids Using Machine-Learning-Based Interatomic Potentials
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Understanding the thermal properties of disordered systems is of fundamental importance for condensed-matter physics—and it is of great relevance for practical applications as well. The manufacturing of window glass, the performance degradation of fiber-optics and the scalability of next-generation phase-change memories all depend on the thermal properties of amorphous solids. While \textit{macroscopic} properties such as the thermal conductivity are usually well-characterised experimentally, their \textit{microscopic} origin is often largely unknown. This is because the thermal properties of amorphous solids are determined by their vibrational (and possibly electronic) properties, which in turn depend upon the atomic-level structure. Hence there is a pressing need for atomistic simulations, which can in principle unravel the connection between microscopic structure and functional properties such as thermal conductivity. However, the large (long) length (time) scales involved are usually well beyond the reach of \textit{ab initio} calculations. On the other hand, many interesting amorphous materials are characterised by a very complex structure. This often prevents the construction of classical interatomic potentials which would enable simulations on much larger (longer) length (time) scales – if compared to those achievable by first-principles simulations. One way to get past this deadlock is to harness machine-learning (ML) algorithms to build interatomic potentials: these can be nearly as computationally efficient as classical force fields for molecular dynamics simulations while retaining much of the accuracy of first-principles calculations. Here, we discuss the contribution of these ML-based potentials to our understanding of the thermal properties of amorphous solids. We focus on neural-network potentials (NNPs) and Gaussian approximation potentials (GAPs), two of the most widespread theoretical frameworks available to date. We review the work that has been devoted to investigate, via NNPs, the thermal properties of phase-change materials, a class of systems widely used in the context of non-volatile memories. In addition, we present recent results on the vibrational properties of amorphous carbon, studied via GAPs. In light of these results, we argue that ML-based potentials are among the best options available to further our understanding of the vibrational and thermal properties of complex amorphous solids.
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1. Introduction

The thermal properties of disordered solids are a problem of great interest in solid-state physics and materials science [1–6]. Many quantities of practical relevance, such as the thermal conductivity of a material, are largely determined by the underlying vibrational properties [7–9]. In crystals, which exhibit periodic long-range order, the vibrational excitations are likewise periodic and described by
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quantised lattice vibrational modes, so-called phonons [10, 11]. In amorphous systems, the absence of long-range order leads to a coexistence of localised vibrations and propagating, plane wave-like modes. This poses a significant challenge for molecular simulations, as large structural models (typically containing between one thousand and a million atoms) are needed to avoid imposing an artificial length scale on the structural and vibrational properties of the system [12, 13]. In fact, any atomistic simulation of amorphous matter must be performed in a simulation box with periodic boundary conditions that does have translational symmetry. In addition, we shall see that different computational techniques may be necessary to investigate, say, the different mechanisms of heat conduction in complex disordered systems.

According to the labelling introduced by Allen and Feldman (AF) [14], the entirety of vibrational modes (“vibrons”) in amorphous solids consist of localised and extended vibrations (“locons” and “extendons”, respectively). The latter can be further labelled as “propagons” or “diffusons” according to whether or not their wavenumber $\omega$ is lower (propagons) or higher (diffusons) than the so-called Ioffe-Regel crossover frequency $\omega_{co}$, for which their mean-free path is comparable to the wavelength [15]. This is illustrated in Fig. 1 for the prototypical example of amorphous silicon (a-Si). a-Si can be considered as a relatively “simple” amorphous solid, in that its structure can be approximated solely in terms of tetrahedral units (Fig. 1a) [16]. And yet, even this prototypical amorphous solid shows a complex vibrational landscape. Figure 1b illustrates how the a-Si vibrational density of states (VDOS) originates from contributions by different types of vibrons. It is also worth noting that the AF framework applies to (quasi)harmonic solids, thus neglecting the contribution of non-harmonic motions, usually described by two-level states (TLS) [17, 18]. While the latter usually play very little role in determining, e.g., the thermal conductivity at room temperature, their mention should help to emphasise the sheer complexity of the vibrational landscape of disordered systems (as compared to crystals).

Vibrational properties of amorphous solids, with their admittedly complicated taxonomy, are by far not just of academic interest: they have direct impact on real-life applications. Window glasses are one familiar example: their thermal expansion, thermal-shock resistance and thermal conductivity are all intimately connected with their atomic-level structure [20–22], and thus with their vibrational properties. Another important example is given by glassy Li-ion batteries, where the electronic contribution to the thermal conductivity is often non-negligible, and the thermal stability of the material heavily influences device performance [23–27]. How heat is conducted and dissipated through an amorphous matrix is also of great relevance in the context of data storage, as the new generations of non-volatile memories based on phase-change processes deal with active volumes only a few nanometres switched by voltage-induced heat pulses [28, 30, 31]; we will re-visit
this exciting class of materials below. Clearly, there is a need to better understand the vibrational and thermal properties in nanostructures and nanoconfined environments.

Molecular simulations offer a unique opportunity to obtain microscopic insight into the origin of thermal properties—including disordered systems. This is of clear technological interest: there are ways to alter, say, the thermal conductivity of a given solid, by tuning the extent of disorder (via doping, or intercalation, or nanostructuring) [32]. Computational investigations can thus contribute to connect the molecular-level details of materials with macroscopic functional properties, complementing and guiding experiments and applications.

In principle, \textit{ab initio} simulations (typically based on Density Functional Theory, DFT [33]) would be the tool of the trade to compute properties such as the electronic contribution to the thermal conductivity or, as we shall see in Sec. 3.2, the thermal boundary resistance at interfaces. Unfortunately, the computational requirements to compute properties such as the thermal conductivity are often well beyond the reach of \textit{ab initio} calculations. For instance, estimating the thermal conductivity for the phase-change material GeTe (Sec. 3.1.1) required a 4096-atom model and a molecular-dynamics (MD) simulation on a nanosecond timescale. This MD run involved millions of individual time steps, at each of which the forces on atoms need to be evaluated [34]—it becomes immediately clear why this is not feasible with DFT, which requires very significant effort to converge the wave function of even one single 4096-atom snapshot. Thus, one is typically forced to resort to classical MD, which however poses yet another major issue: that of the availability and accuracy of parametrised force fields. For simple systems, fairly accurate force fields are typically available [35–40]. The same holds for a number of covalent glasses such as silica, for which a number of viable options do exist [41–43]; furthermore, empirical potentials can be significantly improved by physically and chemically motivated modifications, such as environment-dependent cutoff radii [44]. However, the situation is dramatically different when dealing with more complex materials: multicomponent alloys, Li-ion conducting glasses, and chalcogenide glasses for electronic applications are all typically characterised by diverse local atomic environments and varying degrees of disorder—including extended structural defects. Crafting accurate interatomic potentials for such systems is a formidable challenge, one that has been worrying materials scientists for decades.

One way to harness the computational efficiency of classical MD while retaining a good deal of the accuracy of \textit{ab initio} simulations is to take advantage of machine learning (ML). These are exciting times for the ML community, as these algorithms are quickly spreading through an impressive number of disciplines and technologies [45–48]. In the context of molecular simulations, ML algorithms are used as particularly clever fitting tools to obtain interatomic potentials, starting from data sets of configurations and (typically) energies computed \textit{ab initio} [49]. We shall see that this opens a wealth of possibilities, including an unprecedented opportunity to study thermal properties of complex amorphous solids by means of molecular simulations.

In this Review, we highlight emerging applications of ML-based interatomic potentials (MLIPs) to investigate vibrational and thermal properties of amorphous solids. In particular, we focus on the prototypical phase-change material GeTe, which is of relevance for non-volatile memory applications. We shall see that MLIPs allow not only to compute properties such as thermal conductivity and thermal boundary resistance, but also to cross-validate results from different computational techniques. We also take a quick survey of amorphous carbon, a structurally quite surprisingly complex system for which an MLIP has recently been made. We discuss the need for these sort of potentials, their limitations, and their unique importance in helping us understanding the microscopic subtleties that rule thermal transport in disordered systems. It is worth noting at this stage that ML algorithms have also been used to predict the thermal properties of materials \textit{based on large experimental datasets} [50, 51]. This is a fascinating topic but has little in common with the construction of interatomic potentials—as such, it will not be covered in this work.

The content is organised as follows: we start in Sec. 2 by introducing ML-based interatomic potentials, focusing on two approaches relevant for our own work, viz. Neural Network Potentials (NNPs) and Gaussian Approximation Potentials (GAPs). In Sec. 3, we review the body of work
devoted to unravelling, by means of an NNP, the thermal properties of the phase-change material GeTe. Particular emphasis will be on the thermal conductivity and the thermal boundary resistance. In Sec. 4, we present recent work based on a GAP for amorphous carbon and explore future directions. In the Conclusions, we argue that MLIPs can constitute the way forward to tackle molecular simulations of thermal properties of complex amorphous solids. We also address the limitations of MLIPs when it comes to dealing with high levels of material complexity.


The thermal properties of amorphous solids are an excellent example of the challenges for molecular simulations. In this case, accuracy is crucial just as much as computational efficiency: the former, to treat the subtleties of the vibrational landscape; the latter, to enable simulations on large length/long time scales (nm and ns respectively). Accuracy is usually associated with first-principles (ab initio) calculations, computational efficiency with classical molecular dynamics. The question, now, is how to get the best of both worlds? ML-based methods offer a solution, and as such they have been attracting ever-growing interest over recent years [52–62].

Let us start with a word of caution. “Machine learning” as such is doubtlessly a trending concept, far beyond fundamental research: these days, the general public is perfectly aware, if not of what ML is exactly, surely of what we use it for. Pattern recognition is a popular example [63], together with data analysis [64–66], web search engines and personal assistants, not to mention the celebrated victory of AlphaGo against a human player [67]. However, for the purpose of constructing interatomic potentials, ML algorithms are little more or little less than fairly clever fitting tools. A more detailed review discussing MLIPs can be found, e.g., in Ref. [49]; we here limit ourselves to the basic principles.

MLIPs perform a high-dimensional fit to a given potential-energy surface (PES), and therefore the starting point is to build a database containing roughly $10^2$–$10^4$ small configurations (each containing maybe a hundred atoms or molecules), for which it is feasible to compute energies and forces ab initio. Once this database has been created, the connection between atomic structure and potential energy has to be encoded in a suitable form to be fed into the ML algorithm. This requires so-called descriptors, mathematical objects that obey certain requisites and represent the local atomic environments (LAEs): imagine sitting on a particular atom and trying to describe everything you see up to a certain cutoff radius (but no further). Once the descriptors have been settled, the ML algorithm feeds upon the information in the database and interpolates, for any arbitrary LAE, its contribution to the potential energy of the system. At this stage, one can hence calculate energies (and, importantly, forces) for any number of LAEs—that is, one can treat even very large systems with trivially linear scaling behaviour.

The construction of the ab initio database is largely independent from which particular ML method and descriptors are to be used. While the choice of input structures is by far not trivial, and crucial for the success of any MLIP, creating the database ultimately requires a huge number of ab initio simulations. The shape and the properties of the descriptors have to be consistent with the core of the particular ML approach. While multiple options do exist that can be used with the same ML algorithm, the descriptors can substantially differ from one implementation to another. Similarly, a rather diverse array of algorithms exist, using artificial neural networks, Gaussian process regression, etc.—so different MLIP architectures employ very different recipes. As such, these potentials cannot be easily used across different ML implementations. Importantly, though, the ab initio data could be shared in principle.
2.1. Implementations: Neural-Network Potentials and Gaussian Approximation Potentials

A growing number of algorithmic frameworks exist to construct MLIPs; the interested reader is referred to a detailed overview given by Behler [49] as well as several very recent examples that are beyond the scope of this work [68–70]. Here, we shall only consider two arguably successfully used approaches that we have employed in our own research: namely, artificial neural-network potentials as well as Gaussian Approximation Potentials. We do not aim to recommend one over the other—both are useful, and different, approaches towards a similar problem.

NNPs take advantage of feed-forward neural networks to construct a PES starting from the energies of the configurations in the reference database. They provide an analytic representation of the PES, so that computing the forces acting on each atom in the system (which is the basis of MD simulations) is simply a matter of taking the derivative with respect to the atomic positions. The central approximation of NNPs is that the total energy $E$ can be decomposed into a sum of individual contributions $\varepsilon_i$,

$$E_{\text{total}} = \sum_i \varepsilon_i,$$

where each of these atomic energies is a function of the LAE of the $i$-th atom, and the latter is in turn defined using a set of descriptors. NNPs typically employ combinations of so-called Atom-centred Symmetry Functions (ACSFs) for this task [71]: these functions take into account the distances and angles between pairs and triplets of atoms, respectively, and their combination results in a multi-body description of an LAE.

Note that the above expression assumes locality ("short-sightedness"); that is, it assumes that the energetics and forces of a given atom depend only on its immediate environment as specified by a cutoff radius. The latter typically encompasses the first and second coordination shells, leading to cutoff radii of the order of 5-10 Å. This approximation applies to NNPs as well, and it is valid for many covalently bonded and metallic materials, while it faces challenges when long-range (ionic and/or dispersion) interactions are present. The latter can implicitly be taken into account by producing a data set with dispersion-corrected/included exchange-correlation functionals. The assumption is that the contributions of such long-range forces lead structural modifications of the systems which can be described within the framework of LAEs - which may or may not be an accurate assumption. In some cases, even a "standard" DFT methodology may lead to a reasonable description: for example, the Local Density Approximation (LDA) functional gives an acceptable value for the inter-layer distance in graphite (one of the reasons it was chosen for the carbon potential described below), whereas standard GGA functionals will fail at this task [72, 73]. Care must be taken in choosing the underlying computational method, as always. The situation is much more complex when dealing with charged systems, where electrostatic interactions play a central role. In that case, charges have to be taken into account. In the case of NNPs, this is done by introducing a dedicated set of neural networks dealing exclusively with the electrostatics. This approach has been successful in e.g. obtaining a NNP for zinc oxide [74].

In the GAP framework, the total energy is likewise decomposed into a sum of individual contributions $\varepsilon_i$, dependent on the LAE of the central atom. In this case, the LAE is encoded by a so-called "descriptor vector", which we denote by $\vec{q}_i$. The choice of these vectors is arbitrary in the first instance, and depends on the problem at hand. A simple descriptor for a diatomic molecule could be the (scalar) distance between the two atoms. For more complex atomistic systems, in particular for condensed-phase materials, the recently introduced Smooth Overlap of Atomic Positions (SOAP) framework [75] has proved successful. Let us assume again that the total energy is a sum of local energies (Eq. 1), and that the latter are expressed in terms of some arbitrary and
(possibly) unknown basis functions \( \{ \phi_t \} \), combined using linear combination coefficients, \( \alpha_t \).

\[
\varepsilon_i(\vec{q}_i) = \sum_t \alpha_t \phi_t(\vec{q}_i) \equiv \varepsilon_i(\vec{\alpha}, \vec{q}_i)
\]

These coefficients are determined during the construction of the potential, by fitting to a large database of DFT “training” points (index \( t \)), and afterwards kept fixed and tabulated. If we now assume that the \( \alpha_t \) are normally distributed, we can determine the so-called covariance of two local energies, comparing an LAE from the training data to a new one, and so finding the energy \textit{without} specifically knowing the basis functions themselves. All that is needed to know is an expression for the covariance, also called a kernel.

In practice, only a small number of representative, so-called “sparse”, points are selected from the entire training database. This choice can be made at random, or by using advanced tools such as CUR decomposition [76], which ensures that the selected points are distinct from one another to the greatest degree possible. In the case of NNP, the vast majority of the structures contained in the training database is usually taken into account. While a number of technicalities can be used to e.g. avoid/include unnecessary/representative regions of the configurational space, the sparsity of the data set does not play a key role in NNPs—as opposed to the GAP framework.

The idea of using neural networks to fit a PES dates back to the 1990s (see e.g. Ref. 55), whereas a framework capable of dealing with a high-dimensional PES (say, a disordered solid, rather than a single molecule in the gas phase) was introduced in 2007 by Behler and Parrinello [77]. Since then, NNPs have been created for a diverse range of systems, from metal surfaces [78] to water [79].

The GAP framework was introduced in 2010 by Bartók et al., and interatomic potentials for the bulk phases of carbon, silicon, and germanium were presented at that time, as well as initial proofs-of-concept for GaAs and iron [80]. Subsequently, Szlachta et al. showed how training databases for GAPS can be constructed in a systematic fashion [81], and this has been the paradigm in MLIP development until today. In that case, fitting a GAP model for tungsten, they started with bulk unit cells and then introduced supercell expansions, point defects, surfaces, and dislocations: indeed, the model can “learn” by incorporating additional data [81]. A GAP specifically targeted at an amorphous system was introduced very recently [82], and we will describe this in detail below (Sec. 4). The GAP code is freely available for non-commercial research at http://www.libatoms.org. It consists of two parts: a “prediction” code, which takes parametrised GAP files and uses them to drive simulations (this can be run as a stand-alone program, or via an interface to LAMMPS [83]), and the “training” code which generates a new GAP model from a given set of reference data and input parameters.

It is worth noting that expanding an existing MLIP (for example, from the bulk to surfaces) is usually a one-time investment: once the new DFT reference data have been generated, the potential can be run in a largely similar fashion, and—in the case of GAP—maybe doubles the number of sparse points (with which the speed of the potential scales). A higher price in terms of additional configurations has usually to be paid when extending an NNP to incorporate, e.g. a new phase of the system. Let us say it clearly: MLIPs are \textit{fitting} tools. They can \textit{interpolate} the PES, using the information contained in the reference data set, but they cannot \textit{extrapolate} to regions of configurational space far outside the database. For example, an MLIP needs to have “seen” surfaces, not just bulk phases, to enable accurate predictions of surface energies [81]. This is often an acceptable price to pay for the largely increased flexibility of the resulting MLIPs.

MLIPs are not limited to inorganic materials, and neither are they limited to DFT, but can be fitted to any suitable quantum-mechanical reference data set. In the case of GAP, it was shown how high-quality QM data for liquid water can be used to learn for the \textit{error} of DFT with respect to highly accurate correlated quantum-chemistry methods [84]. In turn, this enables predictions at close-to-DFT cost (DFT computations still being required at runtime and forming the “core” of the potential), but approaching the accuracy of the much more advanced QM method. Very recently,
an NNP for molecular solids was proposed, giving access to a wide range of different materials built from organic molecules (containing carbon, hydrogen, oxygen, and nitrogen) [85].

2.2. What are the Limits?

ML-based Interatomic Potentials enable large-scale molecular simulations with quasi-\textit{ab initio} accuracy. This outstanding capability comes at a price, though; namely, the sheer computational effort that is usually needed to build (and to expand) the reference data set. As an example, an NNP recently used to investigate the crystallisation kinetics of GeTe nanowires is based on a dataset of about 45,000 configurations—that is, 45,000 DFT calculations were performed to obtain a reliable NNP [86]. This is perhaps an extreme scenario, in that the above-mentioned NNP can deal with bulk phases as well as surfaces and nanostructures—requiring a huge number of configurations to sample the vast configuration space. However, it is safe to say that the most time-consuming part in the creation of an MLIP is the creation of the data set.

Furthermore, a number of technical issues arise with the fitting procedure itself. As a rule, the more complex the system (that is, the more diverse and extended the LAE), the more these issues become important. However, we shall see in Sec. 4 that even a supposedly simple disordered system, such as amorphous carbon, can display a diverse variety of structural features, which lead in turn to a complex interplay between the contribution of the different vibrons (e.g., propagons and diffusons, see Fig. 1b) to the thermal properties of the material. Here follows a non-comprehensive list of the limitations of MLIPs to date:

- **Extrapolation:** As discussed in Sec. 2.1, MLIPs cannot extrapolate the PES for regions of configurational space that are not represented in the dataset at all.
- **Sparse data sets:** Numerically speaking, it is not easy to produce a MLIP starting from a very sparse data set, i.e. a data set containing configurations, say bulk cells next to surfaces, whose structures and energies differ wildly. This calls for special measures to be put in place, and is the subject of much of the ongoing research aimed at improving MLIPs.
- **Long-range interactions:** As discussed in Sec. 2.1, taking into account, e.g., dispersion interactions requires special care.
- **Chemical complexity:** Multicomponent systems, such as ternary or even higher alloys and compounds, are difficult to describe with MLIPs. This is because the number of LAEs increases with the number of components (and drastically so with each added species), and the increasing difficulty to map a specific LAE onto its energy.
- **The accuracy of the underlying reference data:** MLIPs are normally fitted to DFT energies and forces, aiming to reproduce them as closely as possible, and often tacitly assuming that the reference data are correct. There are, however, several instances where simple density-functional approximations fail [87–89], and then likewise the MLIP must fail—observing better agreement with experiment than the DFT result will be merely a fortuitous coincidence. In the future, we expect that this can be partially alleviated by fitting to higher-level DFT or even wavefunction-based data, as already exemplified for water at the CCSD(T) level [84].

In light of these limitations, it is thus our (very personal) opinion that the construction of a MLIP should only be pursued if:

1. No other options are available. In many cases, empirical force fields do allow fairly reliable calculations of thermal properties, and nowadays \textit{ab initio} MD can deal with up to 500 particles for up to 1–2 ns;
2. The resulting MLIP would allow the investigation of a diverse array of functional (mechanical, thermal, dynamical...) properties—and thus to pay off in the long run, as opposed to a one-off study. Indeed, considering the cost of creating the reference data set, the construction of an MLIP is a substantial investment. Several months are typically needed to “learn” crystalline
3. Thermal properties of Phase-Change Materials

The term “phase-change material” (PCM) can, annoyingly enough, refer to two entirely different classes of systems and applications: PCMs for energy storage (compounds with a high enthalpy of fusion, used to store energy as latent heat) [90, 91], and PCMs for data storage [92–94]. The latter, and only the latter, are the topic of this review. They are typically chalcogenide alloys, with compositions along the quasi-binary tie-line that connects the two binary prototype systems GeTe and Sb$_2$Te$_3$. The amorphous and crystalline phases of these compounds display a sharp contrast in terms of both optical reflectivity and electrical resistance, and can thus be used to store binary bits of information, zeroes and ones, as structural states of the material. Moreover, the phase transition between the amorphous and crystalline phases (and vice versa) takes place in a matter of nanoseconds, and it is perfectly reversible up to millions of cycles. As such, PCMs are widely considered as very promising candidates for the next generation of non-volatile memories. Excellent review articles about PCMs in general can be found, e.g., in Refs. [28–30]; their computational treatment has been discussed in Refs. [95] and [96].

The thermal properties of these systems are of key importance for devices. As illustrated in Fig. 2, both the reset and set processes (writing zeroes and ones, respectively) are induced by heating, using laser pulses in optical media, and voltage-induced Joule heating in electronic memories. In addition, thermal cross-talk between different regions is detrimental for device performance (and limits data density); it is strongly dependent on the thermal conductivity ($\kappa$) of both the crystalline and the amorphous phases. A low thermal conductivity is thus desirable, not only to avoid such cross-talk but also to minimise the electrical current needed to induce the reset and set processes [30].

Luckily enough, the overwhelming majority of PCMs shows very low thermal conductivity (typically, $\kappa < 1$ Wm$^{-1}$K$^{-1}$), both in the amorphous and crystalline phases [97, 98]. The low value of $\kappa$ in Ge–Sb–Te crystals is due to strong phonon scattering from randomly distributed point defects [99, 100]. For instance, in GeTe, the variable concentration of Ge vacancies is responsible for the large spread of the experimental data reported for its bulk thermal conductivity [100].

Concerning the amorphous phases, it is crucial to determine whether propagating vibrons characterised by long mean-free paths exist—and to what extent. These propagons substantially contribute to the thermal conductivity of, say, amorphous silicon [101], and they are usually absent in nano-structures—simply because their mean-free path is larger than the dimensionality of the system [102]. As phase-change memories rely on active volumes of the material of the order of a few nanometers only, it is thus important to determine whether the values of $\kappa$ measured for bulk amorphous GeTe can indeed be used to model the thermal properties of this compound in nano-scaled devices.

Despite its seemingly simple chemical composition, amorphous GeTe displays an intriguing co-existence of tetrahedral and defective octahedral LAO [103–105] (illustrated in Fig. 3c), extended defects such as chains of homopolar Ge-Ge bonds [106], and nano-voids [107, 108]; all of these introduce significant challenges for materials modelling and normally requires a description at the ab initio level. While the vibrational properties of this system can be indeed described by ab initio simulations in small structural models (up to ~ 500 atoms) [104, 109], a reliable description of macroscopic thermal properties requires much larger systems (containing $10^4$–$10^5$ atoms) and longer simulation times (fractions of ns). This is necessary to take into account the above-mentioned disorder and diversity in local environments, and to enable thermal-conductivity calculations both by equilibrium and non-equilibrium MD—as we shall see in the next sections.

A sizable body of experimental work has been devoted to the thermal properties of PCMs (see,
Figure 2. The processes of a) reset and b) set upon which phase change memories are based. In both cases, the active material is heated by either laser or current pulses above its melting temperature. The rapid ($\geq 10^9$ Ks$^{-1}$) cooling of such a melt leads to the amorphous phase illustrated in a). Longer (and less intense) pulses allow for the amorphous phase to crystallise, as depicted in b). Adapted from Ref. [30].

e.g., Refs. [110–113]). In terms of simulations, calculations of $\kappa$ for a few crystalline phases can be found in the recent literature [100, 114]. Concerning the amorphous phases, however, the only comprehensive study to date is about GeTe, chiefly because a MLIP for this compound has been constructed in 2012 [115]. This MLIP belongs to the family of NNPs, and takes advantage of the approach of Behler and Parrinello [77]. Originally developed for the bulk phases (liquid, crystalline, amorphous) of GeTe, the potential has been recently extended to take into account free surfaces and nano-structures [86]. It allows to perform massively parallel MD simulations: good scaling up to 512 cores can be achieved for systems containing $\sim 10^4$ atoms, which in turn can be simulated for as long as several nanoseconds. A number of applications enabled by this potential have been reported, addressing crystallisation kinetics [116] or dynamical properties of the supercooled liquid [106, 117], for example. This NNP has been extensively validated in terms of structural and, most importantly here, vibrational properties compared with DFT calculations [115]. Figure 3a compares the VDOS for a 4096-atom model of amorphous GeTe with DFT data for a much smaller (216-atom) model. The agreement is remarkable, especially considered that the different contributions to the total VDOS originating from the different LAO are correctly captured by the NNP. The same holds for the Inverse Participation Ratio (IPR; Fig. 3b), which quantifies the degree of localisation of each vibron, and is defined as

$$IPR_j = \frac{\sum_{i=1}^N s_{j,i}^4}{\left(\sum_{i=1}^N s_{j,i}^2 \frac{m_i}{m_j}\right)^2},$$

where $s_{j,i}$ is the $j$-th vibron eigenvector for the $i$-th atom with mass $m_i$. The value of this IPR thus ranges from $1/N$ (completely delocalised) to unity (localised on a single atom). Note that the high IPR values for $\omega > 200$ cm$^{-1}$ are due to vibrons strongly localised on tetrahedral Ge [104] atoms.
3.1. The Thermal Conductivity of Amorphous GeTe: Three Options

Experimental values for the thermal conductivity ($\kappa$) of α-GeTe range from 0.2 to 0.4 Wm$^{-1}$K$^{-1}$ [97, 119, 120]. As for the simulations, we have different options: equilibrium molecular-dynamics (EMD), non-equilibrium molecular-dynamics (NEMD), and the analysis of both diffusons and propagons by means of AF theory and the Boltzmann Transport Equation (BTE), respectively. The computational efficiency of MLIPs has now allowed us to compare the $\kappa$ values calculated by these different approaches side-by-side. This is a unique opportunity to strengthen the reliability of molecular simulations in investigating thermal properties of amorphous solids. In the following sections, we shall consider each of the three above-mentioned computational options.

The total thermal conductivity in a system is given by

$$\kappa = \kappa_{\text{Lattice}} + \kappa_{\text{Electronic}},$$

where the lattice thermal conductivity originates from vibrons (both in insulating and metallic systems), and the electronic thermal conductivity is due to free conduction electrons (thus relevant for metallic systems only). Amorphous GeTe displays a pseudo-gap in the electronic density of states [121], and as such the contribution of $\kappa_{\text{Electronic}}$ can reasonably be considered as being negligible. In fact, the calculations of $\kappa$ we are about to discuss refer to $\kappa_{\text{Lattice}}$ only—and we shall see that those account for the whole value of the total $\kappa$, confirming the above assumption. It is also worth noticing that $\kappa$ in principle is a tensorial quantity. This is especially relevant for crystalline systems: for instance, in the well-ordered crystalline phase of Ge$_2$Sb$_2$Te$_5$, weak Te–Te bonds along the hexagonal c-axis lead to a strongly anisotropic thermal conductivity [100].

3.1.1. Green–Kubo Relation

Transport coefficients, such as $\kappa$, can be computed via the so-called Green–Kubo relation from the integrals of specific time-correlation functions. For the thermal conductivity [122],

$$\kappa = \frac{1}{3k_BT^2\Omega} \sum_{\alpha=1}^{3} \int_{0}^{\infty} \langle J_{\alpha}(0) \cdot J_{\alpha}(t') \rangle dt',$$
Ω, α, and \( J_\alpha(t') \) stand for the volume of the simulation box, the \( \alpha \)-th Cartesian coordinate and the energy flux, respectively. The latter is also known as the heat flux or the (microscopic) heat current, and it can in turn be written as [122]

\[
J_\alpha(t') = \sum_{i=1}^{N} \epsilon_i(t') \cdot v_{i,\alpha}(t') - \sum_{i=1}^{N} \sum_{\beta=1}^{3} \sigma_{i,\alpha\beta}(t') \cdot v_{i,\beta}(t'),
\]  

(6)

where \( \epsilon_i(t') \), \( v_{i,\alpha}(t') \) and \( \sigma_{i,\alpha\beta}(t') \) are the total energy of the \( i \)-th atom, its velocity at time \( t' \), and the element of the atomic stress tensor, respectively. The first term in Eq. 6 is commonly referred to as a convective term, as it accounts for the heat current originating from atomic motion (convection). It is the main contribution to \( J_\alpha(t') \) in gases, important in liquids, but basically negligible for solids, where the self-diffusion is exceedingly low. We thus consider exclusively the second term in Eq. 6, which originates from interatomic interactions and it is associated with heat conduction; it is commonly labelled as the virial term.

Note that partitioning the total stress into single-particle contributions depends on the particular form of the interatomic potential [123]; in some cases, more than one choice is available. However, in the framework of Behler–Parrinello NNPs, the total energy of the system is written as a sum of individual atomic energies, so that the definition of an atomic stress follows in a straightforward manner. Note, also, that Green-Kubo relations can be used in any equilibrium ensemble, albeit the specific form of \( J_\alpha(t') \) is different within different ensembles [122]. Eq. 6 refers to the canonical ensemble (“NVT”).

The time-correlation function in Eq. 5 can be obtained by EMD. This is straightforward in principle, and yet substantial statistics are needed to address the tails of the correlation function of the energy flux—and thus to converge the integral in Eq. 5. One way to improve numerical accuracy and achieve faster convergence is to rewrite Eq. 5 by taking advantage of the Einstein relation [124]:

\[
\kappa = \frac{1}{6k_B T_1} \lim_{t \to \infty} \frac{d}{dt} \sum_{i=1}^{N} \sum_{\alpha=1}^{3} \langle [\zeta_{i,\alpha}(t) - \zeta_{i,\alpha}(0)]^2 \rangle, \quad \text{with} \quad \zeta_{i,\alpha}(t) - \zeta_{i,\alpha}(0) = \int_0^t J_{i,\alpha} dt',
\]  

In the case of \( \alpha \)-GeTe, the truncation time \( t \) in the integral above was set to 40 ps (Fig. 4a), and yet 2 ns-long (corresponding in this case to 1,000,000 time steps) simulations were necessary to accumulate sufficient statistics to obtain the value of \( \kappa \) reported in Fig. 4d, which is converged within 0.05 Wm\(^{-1}\)K\(^{-1}\). A number of different methods, such as Homogeneous Non-Equilibrium MD, have been recently proposed to overcome the numerical challenges imposed by the original Green–Kubo approach [127].

3.1.2. Non-Equilibrium Molecular Dynamics

A perhaps more intuitive approach to the calculation of \( \kappa \) is to introduce an actual temperature gradient in the system. Obviously, the resulting simulations would be non-equilibrium ones, but the thermal conductivity can still be evaluated, e.g., via the stationary heat flux density [125–127] from NEMD. For GeTe, Campi et al. employed the so-called reverse NEMD scheme of Müller–Plathe [128]: a cold and a hot source are placed at the edges of the simulation box, separated by a region of fixed atoms (Fig. 4b). Note that, as a whole, the simulation box spans 10 nm (in fact, the largest box considered in Ref. [130] had dimensions: 24.8 × 24.8 × 397.3 Å). This length scale is definitely inaccessible to \textit{ab initio} simulations. Provided that the temperature profile reaches a converged steady-state condition (as illustrated in Fig. 4b), which for \( \alpha \)-GeTe required \(~800\) ps, the bulk thermal conductivity can be computed simply by applying (the one-dimensional) Fourier
law [129]:

\[
\kappa = -\frac{q_\alpha}{dT/d\alpha},
\]

(9)

where \(q_\alpha\) is the (imposed) heat flux along the \(\alpha\) direction. The value of \(\kappa\) for \(a\)-GeTe from these NEMD simulations is 0.26±0.05 Wm\(^{-1}\)K\(^{-1}\) [130], in excellent agreement with the outcome of EMD simulations using the Green–Kubo formula (0.27±0.05 Wm\(^{-1}\)K\(^{-1}\)) [118].

3.1.3. Allen–Feldman Theory and the Boltzmann Transport Equation

The equilibrium (Green–Kubo) and non-equilibrium (Müller–Plathe) MD methods described above take into account all the vibrations of the system: they do not distinguish, say, between localised or extended phonons. As discussed in Sec. 1, however, different types of phonons contribute to different extents to the vibrational density of states, and thus, to the thermal conductivity. It would thus be desirable to understand which phonons are responsible for the total value of \(\kappa\). Recalling the taxonomy illustrated in Fig. 1, we have:

\[
\kappa_{\text{Total}} = \kappa_{\text{Locons}} + \kappa_{\text{Propagons}} + \kappa_{\text{Diffusons}}.
\]

(10)

In the case of GeTe, we have not taken into account localised modes (locons). Although such vibrations do populate the high-frequency tail of the VDOS (see Fig. 2), their contribution to \(\kappa_{\text{Total}}\) is negligible, as will be discussed below. \(\kappa_{\text{Propagons}}\) can be obtained by solving the linearised Boltzmann transport equation (BTE) in the single-mode relaxation-time approximation [131]:

\[
\kappa_{\text{Propagons}} = \kappa_{\text{BTE}} = \frac{1}{3} \sum_{j=1}^{N} c_j \cdot v_{g,j}^2 \cdot \tau_j,
\]

(11)

where \(c_j\), \(v_{g,j}\) and \(\tau_j\) are the specific heat per unit volume, the group velocity, and the lifetime of the (harmonic) \(j\)-th phonon calculated at the supercell \(\Gamma\) point, respectively. While \(c_j\) and \(v_{g,j}\) can be straightforwardly calculated from the dispersion curves \(\omega_j(q)\) (see, e.g., Ref. [118]), the estimation of the phonon lifetimes \(\tau_j\) typically requires to converge the following auto-correlation function:

\[
\tau_j = 2 \cdot \int_{0}^{\infty} \frac{\langle E_j(t)E_j(0)\rangle}{\langle E_j(0)E_j(0)\rangle} dt,
\]

(12)

where \(E_j(t) = \frac{1}{N} \sum_{i=1}^{N} \sqrt{\lambda_i} \bar{e}_{j,i} \cdot \bar{v}_i(t)\) is the kinetic energy of the \(j\)-th mode. Similarly to the auto-correlation function described in Eq. 5 in the case of the Green–Kubo approach, long (2 ns) MD trajectories were needed to converge the values of \(\tau_j\) for \(a\)-GeTe, once more highlighting the need for efficient yet accurate MLIPs. It is also worth noticing that, in the case of GeTe, the single-mode relaxation-time approximation of the BTE appears to be valid. In fact, the energy of the phonons does decay following a single exponential relaxation behaviour (Fig. 3c). Other options to estimate the lifetimes \(\tau_j\) have been proposed, albeit most of the formulations have been validated for crystalline systems only [132–134].

Perhaps surprisingly, in \(a\)-GeTe the overwhelming majority of vibrational modes show a very short mean free path (\(\lambda_j = v_{g,j} \cdot \tau_j\)), no longer than 10 Å [118]. This is radically different from what has been observed, e.g. in \(a\)-Si, where values of \(\lambda_j\) up to 10² Å have been reported [101]. This results in a very low value of \(\kappa_{\text{Propagons}}\), viz. 0.01 Wm\(^{-1}\)K\(^{-1}\), one order of magnitude smaller than the outcome of both EMD and NEMD simulations.
In fact, $\kappa_{\text{Diffusons}}$ accounts for most of the total thermal conductivity in $a$-GeTe. Within the theory of Allen and Feldman, each $j$-th vibron has a diffusivity \[ D_{\alpha,j} = \frac{\Omega^2}{8\pi^2\hbar^2\nu_i^4} \sum_{n \neq j} |\langle \tilde{e}_j | J_\alpha | \tilde{e}_n \rangle|^2 \delta(\nu_j - \nu_n), \] (13)

where $\langle \tilde{e}_j | J_\alpha | \tilde{e}_n \rangle$ are the matrix elements of the $\alpha$ Cartesian component of the energy-flux operator (Eq. 6) between two (harmonic) normal modes $\tilde{e}_j$ and $\tilde{e}_n$, with frequencies $\nu_j$ and $\nu_n$, respectively. The resulting contribution to the thermal conductivity is frequency-dependent, and it can be written as \[ \kappa_{\text{Diffusons}} = \kappa_{\text{AF}} = \sum_{j=1}^{N} c_j \frac{1}{3} \sum_{\alpha=1}^{3} D_{\alpha,j}. \] (14)

As seen in Fig. 3d, $\kappa_{\text{Diffusons}}$ is indeed the major contributor to the thermal conductivity of $a$-GeTe. This behaviour is in stark contrast with what has been observed, e.g., for $a$-Si, where propagons also play an important role and indeed $\kappa_{\text{Total}} \approx \frac{1}{2} \kappa_{\text{Propagons}} + \frac{1}{2} \kappa_{\text{Diffusons}}$ [101]. A perhaps simplistic explanation is that $a$-Si is, compared to $a$-GeTe, a rather homogeneous system characterised by a relatively low degree of disorder [19, 136–138], so that propagons can actually extend over very long mean-free paths. In contrast, the structure of $a$-GeTe includes very different local atomic environments as well as nano-cavities and extended defects [103, 139]. These structural features scatter and hinder the spatial extent of the propagons, which in turn lead to exceedingly low values of $\kappa_{\text{BTE}}$ for $a$-GeTe.

At this point, we hope that the reader would be convinced that molecular simulations of vibrational and thermal properties of amorphous solids need to address a number of different, often non-trivial aspects. Assessing which type of vibrons contribute to the thermal conductivity is a good example, as such insight allows to guide experiments and applications. For instance, in $a$-GeTe, the absence of spatially extended propagons suggests that the value of $\kappa$ measured for bulk samples can be safely used to model thermal conductivity at the nanoscale as well—this is of great practical importance for assessing the device performance. On the other hand, the substantial contribution of propagons in $a$-Si presents the opportunity to tune the thermal conductivity of the material by nanostructuring.

### 3.2. Thermal Boundary Resistance at the Crystal–Amorphous Interface

We have discussed in Sec. 3 the importance of the thermal conductivity for PCM used for non-volatile memories. The latter ultimately rely on the crystallisation/amorphisation of materials such as GeTe, so that the thermal boundary resistance (TBR) between the crystal and the amorphous phase plays a crucial role for device performance. In fact, it is worth investigating the TBR not only at the crystal/amorphous interface, but also at the interfaces between the PCM and the other components of the actual memory cell (dielectrics, such as silicon oxide or silicon nitride, as well as electrode metals such as TiN and Al). In some cases, \textit{ab initio} simulations can be used to study the TBR at the interface between different crystalline phases [100]. However, computing the TBR between the amorphous phase and the crystal does, once more, require the help of MLIPs.

As an example, in Ref. [130], the TBR between crystalline and amorphous GeTe has been calculated by a combination of \textit{ab initio} and classical simulations, the latter taking advantage of the NNP for GeTe discussed above. In this case, the crystal/amorphous interface is a metal/non-metal junction, as the electrical conductivity of crystalline GeTe is much larger (by about three
orders of magnitude) than that of the amorphous phase [100]. As such, heat is carried by electrons and phonons alike in the crystal, but only by phonons in the amorphous phase. In addition, while in crystalline GeTe the thermal conductivity originates chiefly from propagons ($\kappa_{\text{Total}} \approx \kappa_{\text{BTE}}$) [100], we have seen in Sec. 3.1.3 that in $\alpha$-GeTe $\kappa_{\text{Total}} \approx \kappa_{\text{Diffusons}} \approx \kappa_{\text{AF}}$. A theoretical approach taking this evidence into account has been developed by Majumdar and Reddy [140], and it is based on the following expression for the TBR:

$$TBR_{\text{Total}} = TBR_{\text{Lattice}} + TBR_{\text{Electronic}},$$

where $TBR_{\text{Lattice}}$ and $TBR_{\text{Electronic}}$ are the phononic and electronic contributions to the total TBR.
Figure 5. a) Thermal conductivity $\kappa$ of crystalline (trigonal) GeTe as a function of the length of the simulation cell $L$ (along the direction of the heat flux). The contributions to $\kappa$, split into perpendicular and parallel (with respect to the $c$-axis of the trigonal crystal) components, are reported in the upper and lower panels, respectively. b) Temperature profile observed in an NEMD simulation of the junction between amorphous and crystalline GeTe. The amorphous/crystalline interface lies on the (0001) crystalline plane of the trigonal crystal (hexagonal cell setup). Adapted from Ref. [130].

$\text{TBR}_{\text{Electronic}}$ can be written as [140]

$$\text{TBR}_{\text{Electronic}} = \left( \frac{\kappa_{\text{Electronic}}}{\kappa_{\text{Total}}} \right)^{\frac{3}{2}} \cdot (\kappa_{\text{Lattice}} G_{e-ph})^{-\frac{1}{2}},$$

where the parameter $G$ depends on the electron-phonon coupling constant $\lambda_{e-ph}$ as well as the electronic density of states at the Fermi level (see, e.g., Ref. [130] for further details). At this stage, it should be quite clear why we need a mixture of $ab\ initio$ and classical simulations to deal with TBR: the calculation of the electron-phonon coupling constant lies within the remit of $ab\ initio$ (DFT) simulations only, whereas large simulation boxes and long simulation times are needed to extract $\text{TBR}_{\text{Lattice}}$ in the framework of, e.g., the NEMD simulations that we have previously discussed.

In the case of GeTe, $\text{TBR}_{\text{Lattice}}$ has indeed been obtained by means of the same “reverse NEMD” scheme illustrated in Sec. 3.1.2, with additional complexity originating from the fact that typically more than one crystal/amorphous interfaces exist. Specifically, Campi $et\ al.$ considered $a$-GeTe in contact with either the (0001) or the (2110) crystalline plane of the trigonal crystalline phase. Furthermore, in contrast with amorphous (and thus usually isotropic) systems, one can expect different values of the thermal conductivity along different directions: $\kappa$ is in fact a tensorial quantity of rank two. Given the symmetry of crystalline GeTe, the direction $z$ ($xy$) perpendicular (parallel) to the trigonal axis [100] is of particular importance. The resulting values of $\kappa_{z}$ and $\kappa_{x} = \kappa_{y}$ are
reported in Fig. 4a. Note that supercells as large as 80 nm were needed to converge the NEMD simulations. The same can be said for the NEMD calculations of the actual TBR, which led to the temperature profile depicted in Fig. 4b: the jump in the temperature profile for \( L \approx 25 \) nm in Fig. 4b corresponds to the location of the junction between the crystalline and the amorphous phases. Interestingly, it turns out that the electronic contribution to the TBR is a function of the concentration of Ge vacancies that occur in the crystalline phase of GeTe [100]. These defects induce the formation of holes in the valence band, thus affecting the electron–phonon coupling constant. On average, though, \( TBR_{\text{Electronic}} \) at the amorphous/crystalline interface is of the same order of magnitude as the \( TBR_{\text{Lattice}} \) reported for PCMs in contact with metallic systems such as TiN and Al [100].

The substantial body of work on the vibrational and thermal properties of \( \alpha \)-GeTe has been made possible by the construction of a dedicated MLIP. We can only hope that this specific example will foster the creation of new generations of MLIPs in the future, thereby enabling the community to tackle ever more complex disordered systems. To substantiate this point, we will now turn to a different but likewise complex material for which an MLIP has been introduced very recently.

## 4. From Structural to Vibrational to Thermal Properties in Amorphous Carbon

The large structural diversity in allotropes and compounds of carbon goes back to the element’s ability to form very diverse coordination environments: these are conventionally dubbed “sp” (twofold bonded), “sp^2” (threefold bonded), and “sp^3” (fourfold bonded) in the community. In amorphous carbon (\( \alpha \)-C), the situation is even more challenging, as these fragments readily exist side-by-side. The dense form, so-called diamond-like (or tetrahedral) amorphous carbon in fact contains a mixture of sp^2 and sp^3 environments; at low densities, linear \(-C\equiv C-\) chains become influential. Indeed, sample density is a key determinant for the structures (and thus properties) of amorphous forms of carbon [141]. A recent review, including several computational aspects, is found in Ref. [142].

This large structural diversity makes it very challenging to accurately describe \( \alpha \)-C in atomistic simulations. While landmark potentials, such as that by Tersoff [143] and Brenner [144], have long been providing useful insight, they may have significant issues such as with the abundance of sp^3 configurations or the description of failure processes. Many of these issues have later been remedied, e.g., by using an appropriate environment-dependent cutoff [44], but challenges remain.

Recently, some of us have generated a GAP for liquid and amorphous carbon. In this work, we also introduced an improved set of local descriptors that combines the hitherto employed SOAP with local, two- and three-body terms. This was found to be very useful to stabilise the potential in regions of high interatomic forces: in the liquid phase at 9,000 K, interatomic forces in carbon regularly exceed 10 eV Å\(^{-1}\), whereas in amorphous carbon at room temperature, they are on the order of only a few eV Å\(^{-1}\).

The new \( \alpha \)-C GAP [82] has been validated in several ways. Figures 6b–c collect two of the most crucial quality indicators. In the upper panel, we show the sp^3 count as a function of sample density. We have further validated the potential by using it for crystal-structure searching, in the spirit of Ref. [145], which led to the identification of several hitherto unknown carbon allotropes [146]. In particular, we fitted a version of the potential that had “seen” no crystalline structures whatsoever—this shows that the PES is trained sufficiently well from liquid and amorphous snapshots to perform \textit{ab initio} random structure searching (AIRSS)-like procedures [145].

We here argue that ML-based potentials will likewise be very useful tools for studying thermal properties of \( \alpha \)-C. While our work on this is still ongoing, we exemplify this here using a computation of the VDOS and their localisation properties for tetrahedral amorphous carbon (\( ta\)-C), which we validate against reference DFT computations. The results are reported in Fig. 7, where we show the comparison between the VDOS calculated by GAP and that obtained via DFT-LDA calculations—for two 216-atom models of amorphous carbon generated via GAP at two different densities. The
agreement between GAP and DFT results is quite encouraging. Importantly, the GAP manages to capture the substantial differences in the VDOS that we observe at low and high density. It is instructive to compare these results with the experimental VDOS of polycrystalline diamond, also reported in Fig. 7. The main feature of the VDOS (at \( \approx 1250 \text{ cm}^{-1} \)) is due to ideal sp\(^3\) tetrahedral carbon atoms. It can be seen that the – much broader - VDOS of our model of high-density (3.37 g/cm\(^3\)) \( \alpha \)-C also peaks at a similar wavenumber. The – even broader – VDOS of our model of
Figure 7. The vibrational density of states (VDOS) of two 216-atom models of amorphous carbon generated as described in Ref. [82] at two different densities: 2.11 and 3.37 g/cm$^3$. A comparison between the VDOS computed via GAP (dashed lines) and that obtained by DFT-LDA calculations (solid lines) is reported. The experimental VDOS of polycrystalline diamond (DiamondExp.), from Ref. [147]) is also shown – the intensity has been rescaled to the maximum value of the GAP VDOS for high-density a-C.

Low-density (2.11 g/cm$^3$) a-C displays its mean peak at lower frequencies ($\approx 750$ cm$^{-1}$), while the feature corresponding to sp$^3$ carbon is weaker. This is consistent with the fact that low-density a-C contains a much higher fraction of sp$^2$ (and, if rapidly quenched from the melt, even of close-to-linear sp) atoms, which lead to vibrational modes characterised by lower frequencies compared to that of sp$^3$ carbon. Conversely, the vast majority of atoms in high-density a-C are sp$^3$ hybridized, which lead to a VDOS quite similar to that of polycrystalline diamond.

A full characterisation of the vibrational properties of amorphous carbon at different densities, with special emphasis on the structural features underlying the shape of the VDOS, will be the subject of future work.

5. Conclusions

Our understanding of the thermal properties of amorphous solids has a direct impact on countless practical applications, from optical fibres to digital memories. In principle, molecular simulations could provide valuable insight into the microscopic origin of functional properties, such as thermal conductivity and thermal boundary resistance. However, the absence of long-range order in amorphous solids requires simulation time and length scales far beyond the reach of ab initio methods. Conversely, more often than not, simple classical force fields are not able to describe the structural complexity of these amorphous materials.

Machine Learning-based Interatomic Potentials (MLIPs) offer a way to overcome this standoff, as they allow to perform simulations almost as fast as classical MD—while retaining an accuracy typical of first-principles simulations. The field of MLIPs is developing at a fantastic rate: we have briefly reviewed Neural Network Potentials (NNPs) and Gaussian Approximation Potentials (GAPs), but a number of interesting alternatives are emerging as well. Given the huge momentum presently driving the field of machine learning as a whole, it is reasonable to foresee a rapid expansion of MLIPs for molecular simulations in the very near future.

In this article, we reviewed the body of work that has been devoted to the vibrational and
thermal properties of GeTe, a prototype phase-change material for non-volatile data storage. An NNP for this system was built in 2012, and more recently expanded from the crystalline, liquid, and amorphous bulk to free surfaces and low-dimensional nanostructures. This potential allowed to quantify the thermal conductivity of amorphous GeTe, and to pinpoint its microscopic origin. The thermal boundary resistance across the interface between the amorphous and crystalline phases has also been calculated, and it is worth noting that the MLIPs for GeTe allowed for the cross-validation of several results obtained by completely different simulation methods—something exceedingly difficult to achieve by means of ab initio simulations.

We also explored the capabilities of a GAP recently built to study amorphous carbon, which is widely used in the form of thin films for coatings. This system is especially interesting in that it displays substantial structural differences according to different densities. How does this affect the vibrational and thus the thermal properties? To lay the groundwork for exploring this question, we have here reviewed extensive validation against ab initio simulations, and presented the results of a preliminary investigation of the vibrational properties as a function of density. The latter suggests that the heat-conduction mechanism in the two phases could be substantially different, and calls for simulations on a much larger scale which are going to be the subject of future work.

The NNP for GeTe and the GAP for amorphous carbon we discussed in here offer unique insight into the thermal properties of these disordered solids. Broadly speaking, we believe that MLIPs provide the opportunity to understand the microscopic origin of functional properties such as thermal conductivity and thermal boundary resistance. This knowledge can aid the design of novel amorphous systems with unique thermal properties, and contribute to bridge the gap between continuous models for thermal transport and molecular simulations. We feel there is enormous potential for the field—even more so as GAP and other frameworks are now publicly available, thus providing the community with the tools of the trade.

The most pressing challenge for MLIPs in the context of thermal properties if perhaps that of addressing the interfaces between different materials, as well as industrially relevant materials such as ceramic matrix composites. The huge configurational space, together with the intrinsic complexity of surfaces and interfaces call for further improvements to the existing MLIP implementations. In this respect, we hope that this work will encourage the community to take advantage of the capabilities of MLIPs so as to establish molecular simulations as the method of choice to complement and guide the experimental characterisation of the thermal properties of amorphous solids.
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