Scaling of turbulent structures in riblet channels up to \( \text{Re}_\tau \approx 550 \)
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Results of direct numerical simulations of riblet channels at \( \text{Re}_\tau \approx 550 \) are presented and compared with previous results at \( \text{Re}_\tau \approx 180 \). Special attention is given to the scaling of the turbulence phenomena associated to the presence of riblets in the wall, particularly to the length scales and intensities of the coherent spanwise rollers whose appearance has been recently reported.
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I. Introduction

We consider the turbulent flow in channels with riblet walls. Riblets are two-dimensional roughness elements aligned in the direction of the flow that, at small enough sizes, can reduce friction drag. This drag reduction, usually expressed as the relative decrease of the friction coefficient, \( \text{DR} = -\Delta c_f / c_{f0} \), can be considered a transitional roughness effect,\textsuperscript{1} in the sense that it occurs for riblet sizes at which conventional roughness does not yet exhibit a fully rough behavior. The maximum drag reduction of riblets is achieved as the linear regime, for vanishingly small rib spacings,\textsuperscript{2,3} begins to degrade, in the transition between that linear behavior and the fully rough regime. The performance of a given geometry depends primarily on the riblet size expressed in wall units,\textsuperscript{4} that is, normalized with the kinematic viscosity \( \nu \) and the friction velocity \( u_\tau \). For a wide variety of experimental riblet geometries,\textsuperscript{5} we have recently reported that the size for optimum performance collapses when expressed as the square root of the groove cross-section,\textsuperscript{6} \( \ell_g^+ = (A_g^+)^{1/2} \), where the + superscript denotes dimensions given in wall units. The optimum size is \( \ell_g^{+\text{opt}} \approx 11 \). Furthermore, expressing the performance of riblets as a function of \( \ell_g^+ \) leads to a fairly ‘universal’ drag curve, in which the collapse extends reasonably well to the whole drag-reducing range of sizes. We have found from direct numerical simulations (DNSs) that this collapse is due to the onset of a Kelvin–Helmholtz-like instability, which generates spanwise-elongated structures in the flow near the wall. The additional Reynolds stresses associated to these structures accounts for the degradation in riblet performance. A simplified stability analysis has identified a ‘penetration length,’ which depends only on the riblet geometry, as the determining scale for the onset of the instability. This penetration length can be easily calculated and is roughly proportional to \( \ell_g^+ \), providing on one hand theoretical support for the collapse observed experimentally, and a simple tool to predict optimum riblet sizes on the other.

In the present paper, results for riblet channels at \( \text{Re}_\tau \approx 550 \) are presented and compared with our previous results at \( \text{Re}_\tau \approx 180 \).\textsuperscript{6} Special emphasis is made on the statistical evidence of the Kelvin–Helmholtz-like instability mentioned above. To our knowledge, no similar set of simulations can be found in the literature. In fact, all previous DNSs with riblets had been conducted at \( \text{Re}_\tau \approx 180 \),\textsuperscript{7-12} and even DNSs of other types of roughness at \( \text{Re}_\tau \) of order 500 have only begun to appear in recent years.\textsuperscript{13-16} In principle, the modulation with \( \text{Re}_\tau \)
should be small in the case of riblets, because they appear to interact only with the near-wall structures, so the effect of their presence would be restricted to the buffer layer. However, results of simulations at Re ≈ 180 should always be treated with care, since for such low Re the flow is only marginally turbulent. The behavior of the flow variables in the buffer layer at Re ≈ 180 deviate slightly from the trends observed at higher Re. Even more critical is the fact that for the larger riblets the height of the protrusions h is comparable to the flow thickness δ, which is the half-channel height in our case, and which equates to Re when expressed in wall units. It is widely accepted that, in order for roughness elements not to perturb the whole boundary layer, their height should satisfy h/δ ≲ 0.025. Else, the flow under consideration would be more representative of flows around obstacles (along riblet grooves in our case), than of turbulent flows over rough walls. Riblets are typically h/δ ≈ 10–15, so to satisfy the above condition simulations should be run at Re ≳ 600. We have designed the current set of simulations to meet that requirement, albeit marginally for the simulation with largest riblets. The comparison of these DNSs with the ones at Re ≈ 180 provides a much-needed justification for the extrapolation of previous results at low Re to flows of practical interest.

II. Numerical setup

Part of the reason for similar simulations not having been conducted before is that the computational cost is higher than for smooth-wall DNSs, since the resolution required for the flow around the riblet crests is even finer than that for the direct simulation of near-wall turbulence. Given the high computational cost, we have conducted simulations for fewer cases than in Ref. 6, selecting them so that they were representative of all the different flow regimes. We have also designed the simulations to closely match ℓ+ values from the set of simulations in Ref. 6, so that direct comparisons could be made. Thus, we have simulated a smooth-wall reference case (0L); one with riblets in the viscous regime (7L), with ℓ+ ≈ 7, one near the optimum performance (13L), ℓ+ ≈ 13, and one well past the viscous breakdown (20L), ℓ+ ≈ 20. Throughout the paper, we will compare the present results with those of the corresponding simulations 0S, 7S, 13S and 20S from Ref. 6, with roughly the same values for ℓ+, but conducted at Re ≈ 180. We have used the same numerical code, a pseudo-spectral, multi-block, immersed-boundary, fractional-step, constant-flow-rate, Runge-Kutta Navier-Stokes solver that enforces incompressibility in a weak sense. The multi-block arrangement was chosen to save computational time. The resolution in the center of the channel is that required for the DNS of turbulence, while the blocks containing the riblet walls have finer

### Table I. Parameters of the DNSs.

<table>
<thead>
<tr>
<th>Case</th>
<th>N_R</th>
<th>L_x</th>
<th>L_z</th>
<th>N_x</th>
<th>N_y</th>
<th>N_z</th>
<th>T_{u_+}/\delta</th>
<th>ℓ_g+</th>
<th>s+</th>
<th>Re_τ</th>
<th>c_f × 10^3</th>
<th>DR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0L</td>
<td>0</td>
<td>3\pi</td>
<td>1.50\pi</td>
<td>576</td>
<td>576</td>
<td>576</td>
<td>90</td>
<td>0</td>
<td>0</td>
<td>558.7</td>
<td>4.53</td>
<td>0</td>
</tr>
<tr>
<td>07L</td>
<td>216</td>
<td>3\pi</td>
<td>1.48\pi</td>
<td>576</td>
<td>576</td>
<td>5184</td>
<td>40</td>
<td>7.18</td>
<td>11.73</td>
<td>545.1</td>
<td>4.33</td>
<td>4.50</td>
</tr>
<tr>
<td>13L</td>
<td>128</td>
<td>3\pi</td>
<td>1.52\pi</td>
<td>576</td>
<td>576</td>
<td>3072</td>
<td>40</td>
<td>12.43</td>
<td>20.30</td>
<td>543.6</td>
<td>4.33</td>
<td>4.45</td>
</tr>
<tr>
<td>20L</td>
<td>72</td>
<td>3\pi</td>
<td>1.34\pi</td>
<td>576</td>
<td>576</td>
<td>1728</td>
<td>40</td>
<td>20.39</td>
<td>33.30</td>
<td>568.3</td>
<td>4.67</td>
<td>-3.05</td>
</tr>
<tr>
<td>0S</td>
<td>0</td>
<td>2\pi</td>
<td>0.67\pi</td>
<td>192</td>
<td>192</td>
<td>192</td>
<td>153</td>
<td>175</td>
<td>0</td>
<td>189.3</td>
<td>5.99</td>
<td>0</td>
</tr>
<tr>
<td>7S</td>
<td>32</td>
<td>2\pi</td>
<td>0.67\pi</td>
<td>192</td>
<td>192</td>
<td>768</td>
<td>153</td>
<td>170</td>
<td>7.39</td>
<td>12.06</td>
<td>184.3</td>
<td>5.76</td>
</tr>
<tr>
<td>13S</td>
<td>18</td>
<td>2\pi</td>
<td>0.67\pi</td>
<td>192</td>
<td>192</td>
<td>432</td>
<td>153</td>
<td>169</td>
<td>13.04</td>
<td>21.29</td>
<td>183.0</td>
<td>5.72</td>
</tr>
<tr>
<td>20S</td>
<td>12</td>
<td>2\pi</td>
<td>0.67\pi</td>
<td>192</td>
<td>192</td>
<td>288</td>
<td>153</td>
<td>177</td>
<td>20.46</td>
<td>33.41</td>
<td>191.4</td>
<td>6.20</td>
</tr>
</tbody>
</table>

Re_τ is the friction Reynolds number; c_f is the friction coefficient; and DR is the drag reduction.
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resolutions. Further details of the code can be found in Refs. 6 and 20.

The parameters of the simulations are summarized in table I, including for reference those of the corresponding simulations from Ref. 6. The value of the kinematic viscosity, $\nu = 1/11180$, was chosen so that with the prescribed constant flow rate the resulting friction Reynolds number was $Re_r \approx 550$. The riblet geometry is the same of Ref. 6, rectangular blades with height-to-spacing ratio $h/s = 0.5$ and tip width $t_r = 0.25 \, s$. Assigning a fixed number of 24 collocation points per riblet in the spanwise direction $z$, the width of the box $L_z$ and the number of riblets $N_R$ are adjusted to obtain approximately the desired $\ell_f^+$ values, while keeping the box size larger than the minimal box for the $Re_r$ considered.\textsuperscript{21}

For this set of simulations, in the three blocks the number of streamwise $x$ modes was set so that $\Delta x^+ \approx 9$, in terms of collocation points. The spanwise resolution in the central block was set to $\Delta z^+ \approx 4$, while in the fine-resolution blocks it was determined by $N_R$ and $L_z$. Depending on the case, the spanwise resolution was thus between 3 and 9 times finer in the wall blocks than in the central one. In the wall-normal direction, $\Delta y^+_{\min} \approx 0.3$ near the riblet peaks, and $\Delta y^+_{\max} \approx 3$ at the center of the channel. The convective and viscous CFL numbers, as defined in Ref. 6, were set to $CFL_C = 0.7$ and $CFL_V = 2.5$ respectively. Under these conditions, the simulations were run for approximately 40 eddy turnover times $\delta/\tau_{\ast}$, of which the first few were discarded to avoid spurious effects of the initial transients on the statistics. The simulation time for case 0L was longer, approximately $90\delta/\tau_{\ast}$ because the initial field was taken from case 0S at $Re_r \approx 180$, and the large scales of the flow required very long times to reach equilibrium at the new conditions. In this case, roughly the first half of the simulation was discarded.

III. Wall-friction reduction

Riblet drag curves depend on the Reynolds number mainly through the wall-unit normalization of the riblet size, $\ell_f^+$. However, there is an additional, though weak, dependence through the friction coefficient of the reference smooth wall, $c_f0$, which varies slowly with $Re_r$.\textsuperscript{22} According to the classical theory of wall turbulence, surface manipulations modify the intercept of the logarithmic velocity profile, by an offset $\Delta B^\prime$, which is related to $DR$ by

$$DR = \frac{-\Delta B}{(2c_f0)^{-1/2} + (2\kappa)^{-1}}. \quad (1)$$

Since $\Delta B$ is Reynolds-number-independent, the theory indicates that this offset is the quantity to use to reduce experimental results at different Reynolds numbers.\textsuperscript{24} Alternatively, the above-mentioned Reynolds number dependence can be eliminated by reducing $DR$ curves with their viscous slopes,\textsuperscript{25} which according to equation (1) should satisfy

$$m_f = \frac{\mu_0}{(2c_f0)^{-1/2} + (2\kappa)^{-1}} \frac{\Delta h}{\ell_f}, \quad (2)$$

where $\mu_0$ is a universal constant, for which approximate values of 0.66\textsuperscript{26} and 0.78\textsuperscript{5} have been given, and $\Delta h$ is the ‘protrusion’ height,\textsuperscript{2} which depends solely on the riblet geometry and can be easily calculated.

The drag reduction results of the present simulations are portrayed in figure 1, together with the results at $Re_r \approx 180$ from Ref. 6, and the envelope of experimental results for several riblet geometries from Ref. 5. Results are given in terms of $DR$ and $DR/m_f$. For DNS results, $m_f$ is calculated using equation (2), with $c_f0$ taken from the reference smooth-wall simulation at roughly the same $Re_r$, and the $\Delta h$ value already calculated for Ref. 6. For experimental riblets, $m_f$ is estimated from the available measurements in the viscous regime. According to equation (1), the expected drop in $DR$ from $Re_r \approx 180$ to $Re_r \approx 550$ should be roughly $DR_{550} \approx 0.85 \, DR_{180}$, while $\Delta B$, or the analogue $DR/m_f$, remains essentially unaltered. However, this theoretical prediction cannot be confirmed by the present results, since the expected drop in $DR$ is too small to be distinguished from the statistical uncertainty derived from our finite sampling times.
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FIG. 1. Friction-reduction for DNSs of channels with rectangular riblets at $Re_{\tau} \approx 180$ and 550. O, $DR$ and $DR/m_\ell$ at $Re_{\tau} \approx 180$ from Ref. 6; •, $DR$ at $Re_{\tau} \approx 550$; ▲, $DR/m_\ell$ at $Re_{\tau} \approx 550$. Error bars have been estimated from the time-history of $c_f$. The shaded area envelopes results for several experimental riblets.5

FIG. 2. Streamfunction of the mean crossflow above and within the riblet grooves, conditioned to the presence of a mean rightwards flow in the plane immediately above the riblet tips. From left to right, $\ell_g^+ \approx 7$, $\ell_g^+ \approx 13$ and $\ell_g^+ \approx 20$. To enhance the comparison between the different cases, the streamfunction has been scaled for each case with the corresponding $u_\tau$ and riblet height $h$. --- results from the present simulations at $Re_{\tau} \approx 550$, cases 7L, 13L and 20L. --- results from the cases 7S, 13S and 20S of Ref. 6, at $Re_{\tau} \approx 180$. The contour levels are $0.05 \times [0(0.2)]^2$ and $0.10(0.05)0.60$ for the rightwards overlying flow, and $-2 \times [0.2(0.2)]1 \times 10^{-3}$ for the clockwise recirculation flow.

IV. The conditional flow

Following the procedure described in Ref. 6, we have compiled statistics of the flow near the ribbed surface, conditioned both on the $y$-$z$ position relative to the nearest groove and on the mean direction of the crossflow in the plane immediately above the riblet tips. The crossflow at identical $y$-$z$ locations with respect to each riblet is averaged over the streamwise direction, time, and the different riblets, but, since that procedure only recovers a weak secondary flow, the statistics are conditioned on the mean direction of the crossflow in the plane immediately above the riblet tips. The flow above each groove section is characterized as either ‘rightwards’ or ‘leftwards’, and the statistics for the two directions are combined by adding the specular image of the mean leftwards flow to the rightwards one. This conditioning generates ‘mean’ flow fields that characterize the cross-plane flow in the riblet groove. The conditioned mean crossflows are portrayed in figure 2 for simulations
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$\ell^+ + g^+ \approx 20$ and $Re_\tau \approx 550$, while the rectangular inset in the lower left corner was obtained from a simulation with $\ell^+ \approx 17$ at $Re_\tau \approx 180$. The dark regions represent negative velocities, or flow towards the wall, with the darkest being $-0.5u_\tau$ and the light regions positive velocities, with the lightest being $0.5u_\tau$.

7L, 13L, and 20L, compared with the corresponding simulations at $Re_\tau \approx 180$ from Ref. 6. In agreement with the latter, the figure shows that there is a weak recirculation bubble in the riblet groove, which becomes increasingly asymmetric for the larger riblets. The streamlines immediately above the riblet peaks, which separate the recirculation regions from the overlying flow, follow nearly the same trajectories, for each $\ell^+ + g^+$, at $Re_\tau \approx 180$ and $550$.

On the other hand, as $\ell^+ + g^+$ increases the size of the grooves becomes comparable to that of the overlying quasi-streamwise vortices and, as discussed in Ref. 6, the localized presence of the vortices above the grooves becomes increasingly apparent, in the form of curved streamlines. There is some modulation with the Reynolds number at the region dominated by these vortices, $y^+ \approx 10-20$ above the riblet peaks. However, this dependence is likely attributable to the increase in perturbation intensities, particularly in $v^+$, also found in smooth-wall turbulence, 19,27,28 and is thus essentially independent of the presence of riblets.

V. Kelvin–Helmholtz rollers

In Ref. 6 we reported that the degradation in riblet performance with increasing $\ell^+ + g^+$ was caused by the appearance of spanwise-elongated, roll-like structures in the immediate vicinity of the wall, $y^+ \lesssim 25$, originating from a Kelvin–Helmholtz-like instability of the mean flow. The instability appeared only for riblets larger than the optimum, for which the spanwise structures left a distinct trace in the energy spectrum of the different flow variables. This trace made possible the clear identification of the characteristic length scales of the structures. However, since all the simulations were conducted at a roughly equal Reynolds number, the scaling of the spanwise structures was unclear, and it remained to be determined whether they scaled in wall or outer units.

To help the reader visualize the general appearance of these structures, figure 3 portrays, at $Re_\tau \approx 180$ and $550$, instantaneous realizations of the wall-normal velocity at a plane $y^+ \approx 4$ above the peaks of riblets with $\ell^+ \approx 17$ and 20 respectively, for which the Kelvin–Helmholtz instability is fully developed. Just above the riblet peaks, their immediate vicinity damps the wall-normal velocity almost completely, generating streamwise-aligned stripes of very low $v$ separated from each other by the riblet spacing. Above the grooves, where $v$ can
attain higher values, the rollers can be observed in the form of spanwise-coherent regions of alternated up and downwash flow. These regions can span a substantial number of riblet grooves, in spite of being disrupted with riblet-spacing periodicity by the low-$v$ regions above the peaks just commented. The realization at $Re_T \approx 180$ was obtained for a slightly smaller riblet spacing, so the spanwise-periodic disruption has a slightly smaller wavelength, but very similar rollers can be observed in both cases nevertheless.

One noticeable difference between both flows is the presence, for $Re_T \approx 550$, of regions with more intense fluctuations, of roughly $2000 \nu/\tau u \times 500 \nu/\tau u$ in the streamwise and spanwise directions, although this is a feature common with smooth-wall flows. The intense regions are the footprint of the outer large structures on the near wall region,\textsuperscript{29,30} described as ‘cat paws’ by Hunt and Morrison.\textsuperscript{31} Their size scales in outer units, and their predicted streamwise-spanwise wavelengths would be of up to $6 \delta \times 3 \delta$,\textsuperscript{32} which is in reasonable agreement with our observations. Since they modulate the background turbulence, these ‘cat paws’ interact with the spanwise rollers, as with the rest of the turbulent fluctuations, by locally increasing or decreasing their intensity,\textsuperscript{30} but are otherwise an independent phenomenon. Because of the limited $Re_T$ and domain size, this outer-scale effect could not be captured by our previous simulations at $Re_T \approx 180$.

From a statistical perspective, the spanwise rollers can be traced in the spectral distributions of energy density of the different flow variables. A concentration of high values in these distributions at a certain $\lambda_T \lambda_S$ region implies that the structures with those wavelengths carry a significant part of the energy in the flow. We will leave out of our analysis the effect of the modulation of the rms fluctuations with $Re_T$ but, for reference, they are given in figure 4 for the three velocity components, the Reynolds stress and the pressure. As mentioned above, the rms fluctuations just above $y^+ = 0$ increase with $Re_T$, especially for the wall-normal velocity and the pressure, and similarly in smooth-wall and ribbed channels. There is also a modulation with $\ell_g^+$, which has been widely discussed in the literature,\textsuperscript{6,7,10,33} although that has not been the case for their spectra. To compare the new results with those at $Re_T \approx 180$ from Ref. 6, while leaving out the effect of the modulation of the rms with $Re_T$, the spectral distributions at each $y$-plane are scaled with the corresponding rms values. Some illustrative results are portrayed in figure 5, which contains examples of two-dimensional, spectral energy densities over wall-parallel planes at small heights $y^+$ above the riblet peaks. Additional examples can be found in Ref. 20.

The spanwise rollers leave their trace on the spectra in the region with $\lambda_S^+ \approx 100 - 200$ and $\lambda_T^+ > 100$, where energy concentrates for riblets larger than the optimum. As at $Re_T \approx 180$, the structures develop only for the larger riblets, and only close to the wall. For the wall-normal velocity and pressure fluctuations, the structures reach up to $y^+ \approx 20 - 25$, while for the other two velocity components and the Reynolds stress they are approximately half as tall. As an example, figures 5(a4) through (a8) portray, for $\ell_g^+ \approx 20$ and for the wall-normal velocity, how the intensity of the rollers decreases with increasing $y^+$, vanishing for $y^+ > 20$. For all the variables, the typical length scales are similar at $Re_T \approx 180$ and 550,
FIG. 5. Spectral energy density of different flow variables. Solid contours are used for \( \text{Re}_\tau \approx 180 \), and shaded ones for \( \text{Re}_\tau \approx 550 \). The white and black thick horizontal lines to the left of the plots mark the respective riblet \( z \)-wavelengths. (a), premultiplied spectrum of the wall-normal velocity, \( k_x k_z E_{uu} \), with contours at \((0.04 : 0.04 : 0.20) (u'^+)^2\); (a1) through (a4), at \( y^+ \approx 5 \); from left to right, for smooth walls, \( \ell_y^+ \approx 7, 13 \) and 20. (a5) through (a8), for \( \ell_y^+ \approx 20 \); from left to right, at \( y^+ \approx 10, 15, 20 \) and 25. (b1) through (b4), premultiplied cospectrum of the Reynolds stress, \(-k_x k_z E_{uv} \), at \( y^+ \approx 5 \), with contours at \((0.01 : 0.05 : 0.26) \tau_{uv}^+\); from left to right, for smooth walls, \( \ell_y^+ \approx 7, 13 \) and 20. (c1) through (c4), premultiplied spectrum of the pressure fluctuations, \( k_x k_z E_{pp} \), at \( y^+ \approx 10 \), with contours at \((0.032 : 0.032 : 0.160) \tau_{pp}^+\); from left to right, for smooth walls, \( \ell_y^+ \approx 7, 13 \) and 20.
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but the relative energy contained in the region of the rollers at $Re_\tau \approx 550$ is somewhat higher, particularly for the intermediate $\ell_g^+ \approx 13$, as shown in figures (a3) and (b3). This suggests that the instability begins to appear for smaller $\ell_g^+$ than at $Re_\tau \approx 180$, although the difference is very small. The earlier onset of the instability is probably related to the higher fluctuation levels shown in figure 4, since it is driven by the background fluctuations, that is, they serve as the initial perturbations from which the instability grows. This shift of the onset towards smaller $\ell_g^+$ would evolve even more slowly as $Re_\tau$ increases further, since the increase of the mean fluctuations is much larger from the marginally turbulent $Re_\tau \approx 180$ to 550 on.

Our new simulations also allow us to establish an upper bound for the spanwise lengthscale of the rollers. Since the size of the simulation domain is now much larger, $L_x^+ \times L_z^+$ of order 5000×2500 compared to the previous 1000×400, the new spectral densities are not artificially cropped for the higher wavelengths, at least near the wall, which is the region under our scrutiny. Thus, it is now possible to obtain the full spectral distribution of the flow variables, bounding the wavelengths of the new structures. At $Re_\tau \approx 180$, the rollers could span the full width of the domain, while in our new simulation a maximum $\lambda_z^+ \approx 1000−1500$ can be established, except perhaps for the trace in the spectrum of the pressure. Nevertheless, since $\lambda_z^+ \gg \lambda_y^+$ and $\lambda_z^+ \gg \lambda_y^+$, where $\lambda_y^+ \approx 10−20$ is the typical height of the structures above the riblet peaks, the hypothesis that the structures are elongated in the spanwise direction is confirmed, and the connection to the spanwise-homogeneous Kelvin–Helmholtz instability holds.

The scaling of the spanwise rollers in wall units, instead of outer ones, hypothesized in Ref. 6, can be confirmed from figure 5, but it can be more clearly appreciated in figure 6. The latter portrays, for $\ell_g^+ \approx 13$ and 20 and for $Re_\tau \approx 180$ and 550, the distribution in $y$ and in streamwise wavelengths of the additional energy stored in wall-normal velocity structures in the spectral region of the rollers, taking as reference the corresponding smooth wall. For comparison, these distributions of additional energy are portrayed with the length scales normalized both with the wall unit, $\nu/\tau$, and the channel half-width $\delta$. The figure shows that the additional spectral densities lie in the same region for the two different Reynolds numbers when using wall scaling, and that they do not when outer units are used. In outer scaling, there is a ratio of roughly three in the length scales, which is what should be expected from the ratio in $Re_\tau$, for structures that scale in wall units.

In Ref. 6, we showed that the spanwise rollers are responsible for the degradation of $DR$ past the optimum riblet size. Comparing the momentum balance across channels with

FIG. 6. Increment in the pre-multiplied spectra of the wall-normal velocity caused by the presence of riblets, integrated for $\lambda_z^+ \gtrsim 200$. Lengths are scaled in wall units in (a), and with the channel half-height $\delta$ in (b). $\ell_g^+ \approx 13$, $\ell_g^+ \approx 20$. The contours with open symbols correspond to simulations at $Re_\tau \approx 180$, and the ones without to $Re_\tau \approx 550$. The isolines drawn have been chosen to enhance the comparison of the scales in the four cases considered, regardless of their magnitude.
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\[
\Delta B_1, \Delta B_2 \text{ and } \Delta B_3 \text{ to the reduced drag reduction curve, as defined by equations (4)–(7). Magenta solid line and } \nabla, \Delta B_1 \text{ for } \text{Re}_\tau \approx 180 \text{ and } 550 \text{ respectively; red chain-dotted line and } \Delta, \Delta B_2 \text{ for } \text{Re}_\tau \approx 180 \text{ and } 550; \text{ blue dashed line and } \square, \Delta B_3 \text{ for } \text{Re}_\tau \approx 180 \text{ and } 550; \text{ green dotted line and } \circ, \Delta B_3 \text{ for } \text{Re}_\tau \approx 180 \text{ and } 550, \text{ integrated only for the spectral region corresponding to the rollers, } 65 \leq \lambda^+ \leq 290, \lambda^+ \geq 50, \text{ and } y^+ \lesssim 35.
\]

FIG. 7. Contributions \( \Delta B_1, \Delta B_2 \text{ and } \Delta B_3 \) to the reduced drag reduction curve, as defined by equations (4)–(7). Magenta solid line and \( \nabla \), \( \Delta B_1 \) for \( \text{Re}_\tau \approx 180 \) and 550 respectively; red chain-dotted line and \( \Delta \), \( \Delta B_2 \) for \( \text{Re}_\tau \approx 180 \) and 550; blue dashed line and \( \square \), \( \Delta B_3 \) for \( \text{Re}_\tau \approx 180 \) and 550; green dotted line and \( \circ \), \( \Delta B_3 \) for \( \text{Re}_\tau \approx 180 \) and 550, integrated only for the spectral region corresponding to the rollers, \( 65 \leq \lambda^+ \leq 290, \lambda^+ \geq 50, \) and \( y^+ \lesssim 35. \)

smooth and ribbed walls, we derived the following equation,

\[
DR \approx \frac{\Delta U^+_{\delta}}{U^+_\delta} = DR_1 + DR_2 + DR_3,
\]

where

\[
DR_1 = - \left[ 1 - \frac{\delta U_0}{\delta U^+_{\delta S}} \right] \left( \frac{U^+_{\delta S}}{U^+_\delta} \right)^2,
\]

\[
DR_2 = \frac{U^+_{\delta}}{U^+_0},
\]

\[
DR_3 = - \frac{\delta_\delta^+}{\delta U^+_\delta} \int_0^1 (\tau_{uv}^+ - \tau_{uvS}^+) \, dy/\delta.
\]

In the above equations, the subscript ‘\( S \)’ is used to refer to the reference smooth channel; \( \delta' = \delta + \mathcal{O}(h) \) is the half-height of the virtual smooth channel that would give the same cross-section as the ribbed channel, in our case \( \delta' = \delta + 3h/4 \); \( U_\delta \) and \( U_0 \) are respectively the mean streamwise velocities at the centerline and riblet-tip planes; \( \tau_{uv} \) is the Reynolds stress; and the star superscript implies scaling with \( u_* = u/(\delta/\delta')^{1/2} \), the friction velocity that would be obtained by extrapolating the linear stress profile within the channel to \( \delta' \) instead of \( \delta \). Using equation (1), the three terms can be expressed in terms of the corresponding, Reynolds-number-independent offsets, \( \Delta B_1, \Delta B_2 \) and \( \Delta B_3 \),

\[
\Delta B_i = - \left[ (2c_{f0})^{-1/2} + (2\kappa)^{-1} \right] DR_i, \quad i = 1, 2, 3.
\]

Note that at the Reynolds numbers considered, with \( c_{f0} \) of order \( 5 \times 10^{-3} \), the factor \( \left[ (2c_{f0})^{-1/2} + (2\kappa)^{-1} \right] \) is of order 10, so that \( DR \approx 10\% \) corresponds to \( \Delta B \approx 1 \). The offsets \( \Delta B_i \) from our simulations at \( \text{Re}_\tau \approx 550 \) are portrayed in figure 7, together with the results at \( \text{Re}_\tau \approx 180 \) from Ref. 6.

The term \( \Delta B_1 \) is a correction factor due to the differences in the definition of the channels, both in height and in mass flux. It has no physical meaning, since it merely accounts for
the different setups of the smooth and ribbed channels. It follows from its definition that it should vanish for high $\text{Re}_\tau$ as $10 \times O(h/\delta)$. Thus, it can be considered a low-Reynolds number artifact. In our previous simulations, with $h/\delta \sim 0.1$, $\Delta B_1$ was comparable to $\Delta B_2$ and $\Delta B_3$, all of order unity. At $\text{Re}_\tau \approx 550$, its value is roughly reduced by two thirds, becoming significantly smaller than the other two terms. Thus, the latter simulations are a more correct representation of real-application conditions, for which $\Delta B_1$ would be negligible.

The term $\Delta B_2$ represents the slip velocity at the riblet tips, and is directly related to the drag-reduction mechanism in the viscous regime,\textsuperscript{2,6} remaining proportional to the riblet size over the whole drag-reducing $\ell_g^+$. When expressed as $\Delta B_2$ instead of $DR_2$, results at $\text{Re}_\tau \approx 180$ and 550 agree almost exactly, as shown in figure 7, supporting the universal scaling of $\Delta B$ predicted by the theory.

The term $\Delta B_3$ represents the effect of the additional Reynolds stresses in the flow above the riblet tips. Because of the scaling with $u_*$, the integrand in equation (6) differs from zero only near the wall. Figure 7 shows that $\Delta B_3$ is the term responsible for the degradation in performance for riblets larger than $\ell_g^+ \approx 11$, as it increases rapidly for larger sizes, canceling the beneficial effect of $\Delta B_1$ for $\ell_g^+ \approx 20$. $\Delta B_3$ is slightly larger for $\text{Re}_\tau \approx 550$ than for 180, as a direct consequence of the higher intensities found in the $-uv$ cospectrum, portrayed in figure 5(b). As discussed above, the increase will likely become less significant as $\text{Re}_\tau$ increases further. Figure 7 also shows the result of evaluating the integrand in equation (6) only in the spectral region associated with the spanwise rollers. It shows that this region contains most of the extra stress, roughly 65% for $\text{Re}_\tau \approx 180$ and 75% for $\text{Re}_\tau \approx 550$, reinforcing the conclusion that the rollers are indeed the root cause of the degradation of the drag.

VI. Conclusions

Results of direct numerical simulations of riblet channels at $\text{Re}_\tau \approx 550$ have been presented, compared with previous results at $\text{Re}_\tau \approx 180$. The difference in Reynolds numbers was sufficient to determine that the spanwise rollers, responsible for the breakdown of performance as riblet size increases, scale in wall units. There is a small increase in the intensity of these structures with the Reynolds number, but it is probably a low-Reynolds-number effect, caused by the growth with $\text{Re}_\tau$ of the turbulent fluctuations near the wall. This growth is analogous to that in smooth-wall flows, which slows down as $\text{Re}_\tau$ increases. Although the differences are, again, small, the simulations at $\text{Re}_\tau \approx 550$ are probably more representative of the flow conditions for practical applications. Nevertheless, the present simulations prove that the physical description deduced from the DNSs at $\text{Re}_\tau \approx 180$ was essentially correct, and corroborate the validity of the low-Reynolds-number simulations often found in the literature.
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