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Abstract

We study the efficient estimation of nonparametric regression in the presence of heteroskedasticity. We focus our analysis on local polynomial estimation of nonparametric regressions with conditional heteroskedasticity in a time series setting. We introduce a weighted local polynomial regression smoother that takes account of the dynamic heteroskedasticity. We show that, although traditionally it is advised that one should not weight for heteroskedasticity in nonparametric regressions, in many popular nonparametric regression models our method has lower asymptotic variance than the usual unweighted procedures. We conduct a Monte Carlo investigation that confirms the efficiency gain over conventional nonparametric regression estimators in finite samples.
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1 Introduction

In this paper we consider the nonparametric regression model

\[ y_t = m(X_t) + u_t, \quad t = 1, \ldots, T, \]  

(1)

where the function \( m(\cdot) \) is assumed to be unknown but smooth, while \( u_t \) is an error process that is mean zero given the covariate \( X_t \in \mathbb{R}^d \) (which may include lagged values of \( y_t \)). The parameters of interest include \( m(x) \) and partial derivatives of \( m \) at \( x \). A popular estimator of \( m(x) \) is the local polynomial regression estimator, which minimizes a localized least squares criterion, see, e.g. Fan and Gijbels (1996).

When the error term has some additional structure beyond the conditional moment restriction, it may be possible to improve the estimation of \( m \) by taking that structure into account. We consider the regression model (1) where the errors are heteroskedastic, i.e.,

\[ u_t = \sigma_t \varepsilon_t, \]  

(2)

where \( \sigma_t^2 = \text{var}(u_t | \mathcal{F}_{t-1}) \), while \( \varepsilon_t \) and \( \varepsilon_t^2 - 1 \) are stationary martingale difference sequences (m.d.s.) i.e., \( E(\varepsilon_t | \mathcal{F}_{t-1}) = 0 \), and \( E(\varepsilon_t^2 - 1 | \mathcal{F}_{t-1}) = 0 \). Here, \( \mathcal{F}_{t-1} \) is the information set that contains \( X_t \) and additional information such as lags of \( (X_t, y_t) \) or possibly other covariates. The specific content of \( \mathcal{F}_{t-1} \) may vary over different models, and more detail will be given in our later discussion on specific models. We do not assume that the error term is independent of the covariate. As will be more clear later in this paper, it is the information in addition to \( X_t \) that brings efficiency improvement. In the special case where \( \mathcal{F}_{t-1} \) only contains information about \( X_t \), the conditional variance can be written as

\[ \sigma_t = \sigma(X_t), \]  

(3)

for some measurable function \( \sigma(\cdot) \). In this case, it is not possible to improve the asymptotic efficiency (in the sense of Tibshirani (1984)) of the local linear least squares estimator of \( m \), which has variance proportional to \( \frac{\sigma^2(x)}{f_X(x)} \), where \( f_X(x) \) is the covariate density. This is in contrast to the case of linear regression where the Gauss-Markov theorem assures that GLS improves on OLS except in certain pathological cases, Amemiya (1985, Chapter 6), Robinson (1987). This is because, locally to \( X_t = x \) the process \( y_t \) is homoskedastic. For this reason, the traditional advice in the literature is that one should not weight for heteroskedasticity in nonparametric regressions, see, e.g., Jones (1993).

However, in many applications, (3) is not satisfied, and \( \text{var}(u_t | X_t) \neq \text{var}(u_t | \mathcal{F}_{t-1}) = \sigma_t^2 \). The most widely used class of models in economics and finance are the ARCH/GARCH models. In this case, \( \sigma_t^2 \) is characterized by a parametric model that does not satisfy (3). For example, suppose that \( \sigma_t^2 \) follows a GARCH(1,1) process described by unknown parameters \( \theta = (\omega, \beta, \gamma) \):

\[ \sigma_t^2 = \omega + \beta \sigma_{t-1}^2 + \gamma u_{t-1}^2. \]  

(4)
Since $X_t \in \mathcal{F}_{t-1}$, then $E(u_t|X_t) = 0$ so that

$$E(y_t|\mathcal{F}_{t-1}) = E(y_t|X_t) = m(X_t) \quad \text{and} \quad \sigma_t^2 = \text{var}(y_t|\mathcal{F}_{t-1}).$$

(5)

However, $E(u_t^2|X_t) \neq \sigma_t^2$. We argue in this paper that this type heteroskedasticity will allow efficiency improvements to be made by GLS weighting. In general, if there are variables in $\mathcal{F}_{t-1}$ that affect the volatility but have no influence on the conditional mean, then additional heteroskedasticity can be found even after fixing the value of $X_t$, and efficiency gain can be achieved by GLS weighting. In essence, we just need some kind of exclusion restriction that the variables driving the variance are not all present in the conditional mean. We show that one can improve efficiency of the conditional mean estimation by taking into account the volatility structure we have described above.

The analysis and proposed approach in this paper actually applies to a wide range of models. A growingly popular approach to volatility modeling is to include additional information either from high frequency data (e.g., Realized Volatility) or from option prices (e.g., the VIX). This case also fits into our framework where we have expanded the definition of $\mathcal{F}_{t-1}$ to include these variables but excluded them from having an influence on the conditional mean. Another case of interest is where the variance is deterministic, perhaps nonparametric, say $\sigma_t^2 = \sigma^2(t/T)$ for some smooth function $\sigma^2(\cdot)$, Starica (2003) (which is consistent with the widely used rolling window analysis). In this case, $E(u_t^2|X_t) = E(u_t^2) = \sigma_t^2$, and the covariate has no effect on the evolution of the variance.\(^1\) If $X_t = t/T$, but $\sigma_t^2$ is a dynamic heteroskedastic process, we also generally get efficiency improvements. If $X_t$ is a stochastic process independent of $u_t$, then it is also independent of $\sigma_t^2$, we in any case get efficiency gains.

We examine the effect of weighting on nonparametric regressions in this paper. We point to cases where an efficiency gain can be achieved via weighting, and where they cannot. In particular, an efficiency gain can be achieved when the weighting is determined by the correctly specified error volatility structure. In that case the "GLS weighted" least squares smoothing method is shown to have a smaller variance than the variance of the unweighted estimator and yet the bias of the two estimators is the same. In practice, we have to estimate the error variance. We show that this feasible estimator can achieve the same limiting variance and improves the pointwise mean squared error relative to the unweighted estimator. We also propose consistent confidence intervals based on our procedures, which will thereby be shorter than the corresponding ones from the unweighted procedures.

In some applications the efficiency gains may be important. For example, in nonparametrically predicting stock returns one finds that the conditional mean is not very well estimated, but in any case, the memory is relatively short. By contrast, the conditional variance has a very strong nonlinear shape with substantial dynamics or memory (see, e.g. Engle 1982, Engle and Rangel 2008). This suggests that

\(^1\)In this case also, one can say that there are variables (time) that affect volatility but do not affect the covariate (except in the special case where also $X_t = t/T$).
conditioning on the variables we include in the mean equation, the variance is still stochastic and may vary substantially such that our GLS procedure will afford substantial efficiency gains in the estimation problem. This may permit shorter confidence intervals and more accurate hypothesis testing. Unfortunately, this efficiency improvement need not translate into improved forecasting, as is well known, Diebold and Nason (1990).

**Literature Review.** There is an extensive literature on efficient estimation of nonparametric models. The simplest case is where the error term is independent of the covariate and is i.i.d. with known density $f$. This case was considered in Tibshirani’s (1984 Phd Thesis) where he introduced the local likelihood estimator that replaces the local least squares objective function. The local likelihood estimator has lower large sample variance than the least-squares based local polynomial estimator (and indeed any other asymptotically normal estimator as follows by the classical Cramér-Rao inequality); under some conditions, the bias of the local likelihood estimator is the same as the bias of the simple local polynomial estimator, so that the local likelihood estimator has lower pointwise mean squared error (MSE). Linton and Xiao (2007) showed that one could achieve the same performance asymptotically, even when $f$ is unknown, by a two step procedure based on estimation of the error density using kernel density techniques. Avramidis (2016) extended this work to cover the estimation of a conditional variance function in the presence of an unknown mean. Linton, Mammen, Nielsen, and Van Keilegom (2011) consider the case with filtered data, i.e., under repeated left truncation and or right censoring, and established efficient procedures. Wang and Yao (2012) considered the single index model case where $m(x) = g(\beta^T x)$. Jin, Su, and Xiao (2015) considered the case $u_t = \sigma(X_t)\varepsilon_t$ where $\varepsilon_t$ are i.i.d. and independent of $X_t$ with unknown density $f$. The efficiency gain here is coming from the shape of the error density that has to be estimated. Chen, Wang, and Yao (2015) have considered adaptive estimation of variable coefficient models where essentially $m(X_t)$ is replaced by $r(z_t)X_t$, where $r$ is an unknown function of the observable quantity $z_t$. Meanwhile, Yao (2013) has proposed an EM algorithm for implementing the adaptive estimation method. A separate line of work has considered the problem where $u_t$ is serially correlated, i.e., $A(L)u_t = \varepsilon_t$, where $\varepsilon_t$ is i.i.d. and independent of $X_t$ with mean zero, while $A(L) = \sum_{j=1}^{\infty} a_j L^j$ is a lag polynomial. Xiao, Linton, Carroll, and Mammen (2003) proposed a more efficient estimator of $m$ based on a prewhitening transformation $Y_t - A(L)(Y_t - m(X_t)) = m(X_t) + \varepsilon_t$, where the right hand side is now a standard nonparametric regression with whitened errors (and replacing the unknown quantities on the left hand side by preliminary estimates of $m$ and the parameters of $A(L)$). The transform implicitly takes account of the autocorrelation structure. They obtained an improvement in terms of variance over the usual kernel smoothers. Linton and Mammen (2005) considered an extension of this model and proposed likelihood based procedures that extended this and showed how one can obtain even higher efficiency; see also Liu, Chen, and Yao (2010), Linton and Wang (2016) and Geller and Neumann (2018). Su and Ullah (2006) constructed efficient estimators in the case where the errors are nonlinearly autodependent. In a panel setting, there are a number of papers that
propose more efficient estimators of nonparametric regression curves using weighting schemes, following Wang (2003). Henderson, Carroll, and Li (2008) extend this work to allow for fixed effects as well, see also Martins-Filho and Feng Yao (2009). To summarize, both parametric and nonparametric structures can be used to improve efficiency of the estimation of \( m(x) \).

The rest of this paper is organized as follows: A general discussion on weighted nonparametric regression is given in Section 2. The proposed estimator and leading special cases are studied in Section 3. Section 4 discusses some further issues. Bandwidth selection is considered in Section 5. Some Monte Carlo experiments are reported in Section 6. Section 7 concludes. A supplementary appendix contains some preliminary technical results, details of proofs, an application to the variance ratio test, and some potential extensions.

The basic result of our paper applies to different types of nonparametric estimators. We focus on the local polynomial estimator due to its wide applicability and good properties on the boundary, see, e.g., Fan (1992), and Fan and Gijbels (1996) for discussion on the attractive properties of local polynomials regression. For comparison purpose, we will briefly discuss the Nadaraya-Watson regression in Section 4 and further investigate the impact of weighting on biases. Without loss of generality and for simplicity of derivation, we assume that \( d = 1 \) in this paper but our result can be easily extended to the general case of multivariate \( X_t \).

## 2 Weighted Nonparametric Regressions

In this section we consider a general weighted \( p^{th} \) local polynomial regression based on an observed weighting scheme \( \{\lambda_t\} \). Suppose that we observe \( \{(Y_t, X_t, \lambda_t)\}_{t=1}^T \), where \( \lambda_t \) is a (so far unspecified) weighting scheme, and consider the general weighted local polynomial regression based on \( \{\lambda_t\} \).

Let \( \widehat{\beta}_{\lambda_p}(x) = (\widehat{\beta}_{\lambda_0}(x), \ldots, \widehat{\beta}_{\lambda_p}(x))^\top \) minimize the weighted least squares objective function

\[
Q_T(\beta; x, K, h, \{\lambda_t\}) = \sum_{t=1}^T \lambda_t K \left( \frac{x - X_t}{h} \right) \left( Y_t - \sum_{0 \leq j \leq p} \beta_j ((X_t - x)/h)^j \right)^2
\]

with respect to \( \beta = (\beta_0, \ldots, \beta_p)^\top \). Then, with \( w_t = \lambda_t K (x - X_t/h) \) and \( \mathbf{X}_t = (1, (X_t - x)/h, \ldots, ((X_t - x)/h)^p)^\top \), we have

\[
\widehat{\beta}_{\lambda_p}(x) = \left[ \sum_{t=1}^T w_t \mathbf{X}_t \mathbf{X}_t^\top \right]^{-1} \sum_{t=1}^T w_t \mathbf{X}_t Y_t,
\]

provided the matrix \( \sum_{t=1}^T w_t \mathbf{X}_t \mathbf{X}_t^\top \) is of full rank.

The special case with \( \lambda_t = 1 \) corresponds to the standard local polynomial estimator, Fan and Gijbels (1996). In particular, the local polynomial estimator of \( m(x) \) is given by the component \( \widehat{\beta}_{\lambda_0}(x) \) of the
estimator \( \hat{\beta}_{LP}(x) \), and we denote this estimator by \( \hat{m}_{LP}(x) \). In the leading case when \( p = 1 \), this is the local linear regression. Its asymptotic properties are well known.

We next present the asymptotic properties of the weighted estimator in the case where \( p \) is an odd integer. We make the following regularity assumptions on the model, the weighting scheme, and the kernel function and bandwidth.

**Assumption A1:** The data are generated by (1) and (2).

**Assumption A2:** \( E(\varepsilon_t | \mathcal{F}_{t-1}) = 0 \), and \( E(\varepsilon_t^2 - 1 | \mathcal{F}_{t-1}) = 0 \), where \( \mathcal{F}_{t-1} = \sigma(X_{t-i}, i \geq 0; y_{t-j}, j \geq 1; \lambda_t) \).

**Assumption A3:** The density \( f_X(\cdot) \) of \( X_t \) is uniformly bounded and is bounded away from zero on its support \( \mathcal{X} \), a compact subset of \( \mathbb{R} \). The joint densities of \( (X_t, X_{t+\ell}), (X_t, X_{t+\ell}, X_{t+j}), (X_{t+j}, X_{t+\ell}, X_{t+j}, X_{t+s}) \) are continuous and bounded. The functions \( f_X(\cdot) \) and \( m(\cdot) \) are \((p+1)\) times partially differentiable. The derivatives \( f_X^{(r)}(x) = d^r f(x)/dx^r \) and \( m^{(r)}(x) = d^r m(x)/dx^r \) are bounded and uniformly continuous on \( \mathcal{X} \), and there exists \( C_1 < \infty \) such that

\[
|f_X^{(r)}(u) - f_X^{(r)}(v)| \leq C_2||u - v||,
\]

\[
|m^{(r)}(u) - m^{(r)}(v)| \leq C_1||u - v||.
\]

**Assumption A4:** The process \( \{W_t\} \) is stationary and absolutely regular, where \( W_t = (X_t, \sigma_t, \lambda_t) \). That is,

\[
\varrho(\tau) = \sup_s E \left\{ \sup_{A \in \mathcal{G}_{s+\tau}} |P(A|\mathcal{G}_{-\infty}) - P(A)| \right\} \to 0, \text{ as } \tau \to \infty,
\]

where \( \mathcal{G}_s \) is the sigma-field generated by \( \{W_j : j = s, \ldots, t\} \). In addition, there is a positive \( \delta \) such that \( W_t \) has finite \( 2+\delta \) moments, and for some \( \delta > \delta' > 0 \), \( \varrho(\tau) = O(\tau^{-(2+\delta')/\delta'}) \). The conditional density of \( \{\varepsilon_t, \sigma_t, \lambda_t\}, f_{\varepsilon_t, \sigma_t, \lambda_t|x}(\varepsilon, \sigma, \lambda|x) \) is uniformly bounded and has continuous partial derivatives.

**Assumption A5:** The kernel \( K \) has support \([-1, 1]\) and is symmetric about zero. The functions \( H_j(u) = u^j K(u) \), for all \( j \) with \( 0 \leq |j| \leq 2p+1 \), are Lipschitz continuous, i.e., there exists a positive finite constant \( C \) such that \( |H_j(u) - H_j(v)| \leq C||u - v|| \).

**Assumption A6:** As \( T \to \infty \), \( h \to 0 \) and \( Th \to \infty \).

Most of these assumptions are standard in local polynomial nonparametric estimation, Fan and Gijbels (1996). These conditions are useful in our technical development and, no doubt some of them could be replaced by a range of similar assumptions. In Assumption A2 we allow for the case that \( \lambda_t \) is not a measurable function of \( \{X_{t-i}, i \geq 0; y_{t-j}, j \geq 1\} \); in fact it suffices for consistency here that \( E(u_t|X_t, \lambda_t) = 0 \). Assumption A3 facilitates the Taylor expansions of the regression function and density function to the required order. Assumption A4 assumes that the data is weakly dependent so that a LLN and CLT applies. Assumption A5 for the kernel function and Assumption A6 for the bandwidth expansion are also quite
standard in nonparametric estimation. We introduce the following notations:

\[ M(K) = \begin{bmatrix} 
\mu_0(K) & \cdots & \mu_p(K) \\
\vdots & & \vdots \\
\mu_p(K) & \cdots & \mu_{2p}(K)
\end{bmatrix}, \quad \Gamma(K) = \begin{bmatrix} 
\nu_0(K) & \cdots & \nu_p(K) \\
\vdots & & \vdots \\
\nu_p(K) & \cdots & \nu_{2p}(K)
\end{bmatrix}, \]

\[ B(K) = [\mu_{p+1}(K), \ldots, \mu_{2p+1}(K)]^T, \quad \gamma(K) = M^{-1}(K)B(K); \quad \omega(K) = M(K)^{-1}\Gamma(K)M(K)^{-1}, \]

\[ b_p(x) = \frac{m^{(p+1)}(x)}{(p+1)!}; \quad \delta_x(x) = \frac{E[\lambda_t^2\sigma_t^2|x_t = x]}{E(\lambda_t|x_t = x)^2}, \]

where \( \mu_j(K) = \int_{-\infty}^{\infty} u^j K(u)du \) and \( \nu_j(K) = \int_{-\infty}^{\infty} u^j K^2(u)du \). Let \( \gamma_j(K) = e^T_j \gamma(K) \) and \( \omega_j(x) = e^T_j \omega(K) e_k \), where \( e_j \) is the \( p+1 \) elementary vector with 1 in the \( j \)th position and 0 elsewhere. In the univariate local linear case \( \omega_{11}(K) = \nu_0(K) \). Let \( \beta_0(x) = (\beta_{00}(x), \ldots, \beta_{0p}(x))^T \), where \( \beta_{0j}(x) = (h^j/j!)m^{(j)}(x) \).

**Theorem 1.** Suppose that Assumptions A1 - A6 hold. Then, as \( T \to \infty \),

\[ \sqrt{Th} \left( \beta_{\lambda_p}(x) - \beta_0(x) - h^{p+1}b_p(x)\gamma(K) \right) \xrightarrow{d} N \left( 0, \frac{\delta_x(x)}{f_X(x)} \omega(K) \right). \]

Furthermore, \( \beta_{\lambda_p}(x) \) and \( \beta_{\lambda_p}(x') \) are asymptotically independent when \( x \neq x' \).

Theorem 1 gives the asymptotic distribution of the local polynomial regression estimator of \( m(x) \) and its derivatives for an arbitrary weighting sequence. From the result of Theorem 1 we can see that weighting does not affect the asymptotic bias of the local polynomial regression. The leading bias term of the weighted local polynomial regression is independent of the choice of weights \( \{\lambda_t\} \), this is because the influence of \( \lambda_t \) in the numerator and denominator cancel out. The argument is as follows. Notice that the exact conditional bias of the local polynomial estimator is given by

\[ \left[ \sum_{t=1}^{T} w_t x_t x_t^T \right]^{-1} \sum_{t=1}^{T} w_t x_t \Delta_t(x), \]

where \( \Delta_t(x) = m(X_t) - \sum_{0 \leq k \leq p} \frac{1}{k!}m^{(k)}(x)(X_t - x)^k \). The numerator and the denominator are both affected by the weighting process, in particular:

\[ h^{-p+1} \frac{1}{Th} \sum_{t=1}^{T} w_t \Delta_t(x) \xrightarrow{P} E\{\lambda_t|X_t = x\} f_X(x) b_p(x) B(K), \]

\[ \frac{1}{Th} \sum_{t=1}^{T} w_t x_t x_t^T \xrightarrow{P} f_X(x) E(\lambda_t|X_t = x) M(K). \]

From the above results, we can see how the impact of weighting, which is reflected by the term \( E(\lambda_t|X_t = x) \), is cancelled out.
However, the weighting does change the limiting variance except in some special cases; the effect of weighting on the nonparametric regression is captured by the factor $\delta_\lambda(x)$ as indicated by Theorem 1. We next consider some different scenarios with regard to the form of $\lambda_t$ and $\sigma_t^2$ and their effect on $\delta_\lambda(x)$.

If we choose a weight that is a smooth function of the regressor, i.e. $\lambda_t = \lambda(X_t)$, then $E(\lambda_t|X_t = x) = \lambda(x)$, and $E[\lambda_t^2\sigma_t^2|X_t = x] = \lambda(x)^2E[\sigma_t^2|X_t = x]$, so that

$$\delta_\lambda(x) = \frac{E[\lambda_t^2\sigma_t^2|X_t = x]}{[E(\lambda_t|X_t = x)]^2} = \frac{\sigma(x)^2E[\lambda_t^2|X_t = x]}{[E(\lambda_t|X_t = x)]^2} \geq \sigma(x)^2.$$ 

In this case, the weighted local polynomial estimator has the same limiting variance as the unweighted local polynomial regression estimator. This is because, in the shrinking neighborhood of $x$, the weights are asymptotically the same, the weighted local polynomial estimator is asymptotically equivalent to the equally weighted local polynomial estimator. In fact, no matter what is the form of $\sigma_t^2$, any weights $\lambda(X_t)$ in the form of a smooth function of $X_t$, would give you the same limiting variance. Combining this result with those on bias, we can see that the weighted local polynomial regression using weights $\lambda(X_t)$ has the same mean-squared error (and limiting distribution) as the ordinary local polynomial estimation.

Suppose that $\sigma_t^2 = \sigma(X_t)^2$. Then, the "optimal" weights $\lambda_t = 1/\sigma(X_t)^2$ deliver the same results as the ordinary nonparametric regression. This is because the assumption $\sigma_t^2 = \sigma^2(X_t)$ implies that the nonparametric regression model is locally-homoskedastic. In this case, unweighted kernel estimators are asymptotically efficient (in the Tibshirani (1984) sense) under normality. In fact, incorrectly weighted regressions are worse than the ordinary nonparametric regressions in this case. To see this, notice that $E[\lambda_t^2|X_t = x] - |E(\lambda_t|X_t = x)|^2 = \text{var}(\lambda_t|X_t = x) \geq 0$. Therefore,

$$\delta_\lambda(x) = \frac{E[\lambda_t^2\sigma_t^2|X_t = x]}{[E(\lambda_t|X_t = x)]^2} = \frac{\sigma(x)^2E[\lambda_t^2|X_t = x]}{[E(\lambda_t|X_t = x)]^2} \geq \sigma(x)^2.$$ 

The equality holds only when $\text{var}(\lambda_t|X_t = x) = 0$, which holds when $\lambda_t = \lambda(X_t)$ or $\lambda_t = \text{constant}$. Thus, the ordinary local polynomial estimator is asymptotically the best you can get. For this reason, it is generally advised in the literature that nonparametric regressions should not be weighted, see, e.g. Jones (1993).

Suppose that $\sigma_t^2 \neq \sigma^2(X_t)$. Then, if we choose $\lambda_t = \sigma_t^{-2}$, we have

$$\delta_\lambda(x)|_{\lambda_t = \sigma_t^{-2}} = \frac{E[\sigma_t^{-2}|X_t = x]}{[E(\sigma_t^{-2}|X_t = x)]^2} = \frac{1}{E(\sigma_t^{-2}|X_t = x)} \leq E(\sigma_t^2|X_t = x).$$ 

This shows the efficiency gain that can be achieved by local GLS regression. In fact, by the Cauchy-Schwarz inequality, for any weights $\lambda_t$,

$$\delta_\lambda(x) = \frac{E[\lambda_t^2\sigma_t^2|X_t = x]}{[E(\lambda_t|X_t = x)]^2} \geq \frac{1}{E(\sigma_t^{-2}|X_t = x)},$$ 

7.
and the equality holds only when $\lambda_t = c\sigma_t^{-2}$ for some constant $c$, indicating that $\lambda_t = \sigma_t^{-2}$ is the optimal weight. We investigate this case further in the next Section. In fact, in this case, using the wrong weighting ($\lambda_t \neq \sigma_t^{-2}$) is not necessarily worse than the unweighted estimator: as in linear regression, Amemiya (1983), weighting may also improve efficiency. Our standard errors below are consistent whether or not $\lambda_t \neq \sigma_t^{-2}$.

We close with a discussion of standard errors. There are a number of choices for standard errors in nonparametric regression, see Chu, Jacho-Chavez, and Linton (2017), and we just define here the most straightforward and general approach, which is valid provided only $E(u_t|X_t, \lambda_t) = 0$. In fact, it will also be asymptotically valid in some cases we discuss below where this condition is only valid asymptotically. Note that conditional on $f_{X_t; t}$ the estimator $b_{0j}(x)$ is linear in $Y$ and so its conditional variance is obtainable in closed form, Fan and Gijbels (1996, 4.9).

Let $\hat{u}_t(x) = Y_t - X_t'\hat{\beta}_{\lambda_p}(x)$ and

$$
\hat{V}(x) = \left[ \sum_{t=1}^{T} w_tX_tX_t' \right]^{-1} \left[ \sum_{t=1}^{T} w_t^2X_tX_t' \hat{u}_t(x)^2 \right] \left[ \sum_{t=1}^{T} w_tX_tX_t' \right]^{-1}.
$$

(8)

Then, similarly to Fan and Gijbels (1996, 4.11), we can show that

$$
\left( e_j^T \hat{V}(x)e_j \right)^{-1} \left( \hat{\beta}_{\lambda_j}(x) - \beta_{0j}(x) - h^{p+1}b_p(x)\gamma_j(K) \right) \Rightarrow N(0, 1)
$$

(9)

under the conditions A1-A6, i.e., whether or not $\lambda_t = \sigma_t^{-2}$. From this we can obtain confidence intervals for $\beta_{0j}(x)$ (assuming undersmoothing). More sophisticated pointwise and uniform confidence intervals can be constructed by using bias correction/bootstrap, see for example, Hall (1992ab) and Calonico, Cattaneo, and Farrell (2014), and we expect similar improvements to carry over to these cases due to the more efficient estimation.

## 3 The Local GLS Estimator

The previous section provides a general discussion on weighted nonparametric regressions. We now specialize the discussion to the case where the weighting $\lambda_t = \sigma_t^{-2}$, where $\sigma_t^2 = E(u_t^2|F_{t-1})$ is the conditional variance of the error process. We first give a general result for this estimator. Then in two subsections we consider particular models for the error variance, one parametric, and one nonparametric, which allow us to estimate consistently the optimal weighting and thereby to achieve asymptotically the same efficiency.

Define $\hat{m}(x) = \hat{\beta}_{\lambda_0}(x)$ from (7) with $\lambda_t = \sigma_t^{-2}$. We call this the local GLS estimator. In this case, the objective function (6) can be given the interpretation of a local likelihood, under Gaussianity, see Tibshirani (1984), and so the estimation method can be given an optimality justification along the lines he gave.
We slightly modify Assumption A4 to accommodate the special case where \( \lambda_t = \sigma_t^{-2} \).

Assumption A4': Let \( W_{1t} = \{X_t, \sigma_t\} \), \( \{W_{1t}\} \) is a stationary absolutely regular process. That is,

\[
g(\tau) = \sup_s \mathbb{E} \left\{ \sup_{A \in \mathcal{G}_{s+\tau}^s} |P(A|\mathcal{G}_{s}^\infty) - P(A)| \right\} \rightarrow 0, \text{ as } \tau \rightarrow \infty,\]

where \( \mathcal{G}_s^t \) is the \( \sigma \)-field generated by \( \{W_{1j} : j = s, \ldots, t\} \). In addition, there is a positive \( \delta \) such that \( \mathbb{E}(|W_{1t}|^{2+\delta}) < \infty \), and for some \( \delta' \) with \( \delta > \delta' > 0 \), \( g(\tau) = O(\tau^{-(2+\delta')/\delta'}) \). The conditional density of \( (\varepsilon_t, \sigma_t) \), \( f_{\varepsilon_t, \sigma_t|X_t}(\varepsilon, \sigma|x) \) is uniformly bounded and has continuous partial derivatives.

**Corollary 1.** Suppose that Assumptions A1 - A3, A4', A5 and A6 hold. Then, as \( T \rightarrow \infty \),

\[
\sqrt{T} h \left[ \hat{m}(x) - m(x) - h^{(p+1)}b(x) \right] \Rightarrow N \left( 0, \frac{\omega_{11}(K)}{f_X(x)\mathbb{E}[\sigma_t^{-2}|X_t = x]} \right).
\]

Corollary 1 indicates that the asymptotic variance of the infeasible weighted local estimator \( \hat{m}(x) \) is proportional to \( 1/\mathbb{E}[\sigma_t^{-2}|X_t = x] \), which is less than \( \mathbb{E}[\sigma_t^2|X_t = x] \), unless precisely (3) holds. We next discuss some concrete special cases.

**Example.** Suppose that \( \{X_t\} \) and \( \{u_t\} \) are independent processes (included in this case is the situation where \( X_t = t/T \) and \( u_t \) is a stochastic process; also included is the case where \( \sigma_t^2 \) is the stochastic volatility class of processes without leverage effects, e.g., Shephard (1996) that is independent of the process \( X_t \)). In this case, \( \mathbb{E}[\sigma_t^{-2}|X_t = x] = \mathbb{E}[\sigma_t^2] \) and \( \mathbb{E}[\sigma_t^2|X_t = x] = \mathbb{E}[\sigma_t^2] \), and for any nontrivial stochastic process

\[
\mathbb{E}[\sigma_t^2] > \frac{1}{\mathbb{E}[\sigma_t^{-2}]},
\]

by the Cauchy-Schwarz inequality.

**Example.** Suppose that \( X_t = y_{t-j} \) so that the processes \( \{X_t\} \) and \( \{u_t\} \) are not independent. In that case, \( \mathbb{E}[\sigma_t^2|X_t = x] \) and \( \mathbb{E}[\sigma_t^{-2}|X_t = x] \) are not constant, but we may also have an efficiency gain because these quantities are not exact reciprocals of each other unless \( \sigma_t^2 \) only depends on \( y_{t-j} \).

In practice, \( \sigma_t^2 \) may be unknown in which case \( \hat{m}(x) \) is infeasible. However, the infeasible procedure defines an efficiency standard against which we should measure our feasible estimator. We next consider the case where estimated weights are allowed for.

Let \( \hat{\sigma}_t^2 \) be a consistent estimator of \( \sigma_t^2 \); we will consider several examples below depending on model structure. Then define the feasible weighted local polynomial estimator \( \tilde{m}(x) \) as \( \tilde{\beta}_{30}(x) \) from (7) with \( \lambda_t = \hat{\sigma}_t^{-2} \). Letting \( \tilde{w}_t = K ((x - X_t) / h) / \hat{\sigma}_t^2 \), then the proposed estimator has the representation (provided the denominator matrix has full rank)

\[
\tilde{\beta}(x) = \left[ \sum_{t=1}^{T} \tilde{w}_t X_t X_t' \right]^{-1} \sum_{t=1}^{T} \tilde{w}_t X_t Y_t,
\]

(10)
and \( \tilde{m}(x) = \tilde{\beta}_0(x) = e_1^T \tilde{\beta}(x) \). We call this the local FGLS estimator.

We add the following high level Assumption A7 to take into account the preliminary estimation of weights.

**Assumption A7:** Let \( w_t = K((x - X_t)/h)/\sigma_t^2 \). Then:

(a) \( \left\| (Th)^{-1} \sum_{t=1}^{T} (\hat{w}_t - w_t) X_t X_t' \right\| = o_p(1) \);

(b) \( \left\| (Th)^{-1/2} \sum_{t=1}^{T} (\hat{w}_t - w_t) X_t \Delta_t(x) \right\| = o_p(1) \);

(c) \( \left\| (Th)^{-1/2} \sum_{t=1}^{T} (\hat{w}_t - w_t) X_t u_t \right\| = o_p(1) \).

The result for the proposed estimator is summarized in Theorem 2 below.

**Theorem 2.** Suppose that Assumptions A1-A3, A4’, A5-A7 hold. Then, as \( T \to \infty \),

\[
\sqrt{Th} \left[ \tilde{m}(x) - m(x) - h^{(p+1)} b_p(x) \right] \Rightarrow N \left( 0, \frac{\omega_{11}(K)}{f_X(x) E[\sigma_t^{-2}|X_t = x]} \right).
\]

Theorem 2 shows that the proposed estimator is asymptotically equivalent to the infeasible weighted local estimator \( \tilde{m}(x) \) and thus is more efficient than the conventional local polynomial estimator. The relative efficiency of \( \tilde{m}(x) \) is given by

\[
E[\sigma_t^2|X_t = x] \times E[\sigma_t^{-2}|X_t = x],
\]

which varies with \( x \). If the process \( \sigma_t^2 \) were independent of the covariate, then the relative efficiency is \( E[\sigma_t^2] \times E[\sigma_t^{-2}] \).

The efficiency gains above can deliver smaller nonparametric confidence intervals for the regression function. One can construct confidence intervals using (8) with \( \hat{w}_t \) replacing \( w_t \) and under the conditions of Theorem 2 these will have correct asymptotic coverage. One may also use the GLS structure to define alternative confidence intervals based on explicitly estimating \( f_X(x) \) and \( E[\sigma_t^{-2}|X_t = x] \), see Chu, Jacho-Chavez and Linton (2017), although this will not improve the confidence interval to first order.

In the next two subsections we consider two different models for the heteroskedasticity and show how one can construct the local FGLS estimator in each case and how one can establish the equivalence of the FGLS estimator with the GLS estimator.

### 3.1 The Case with GARCH Model

We consider in more detail the special case where errors terms satisfy a GARCH(1,1) process. In particular, without loss of generality, we assume that the model is given by (1), (2), and (4). Given model (4), and
under Assumption A1 below,
\[ \sigma_t^2 = \frac{\omega}{1 - \beta} + \gamma \sum_{j=1}^{\infty} \beta^{j-1} u_{t-j}^2. \]

The proposed estimation procedure for the GARCH case is as follows:

1. First, we construct a preliminary local polynomial estimator \( \hat{m}(x) \) using bandwidth \( h_1 \) by minimizing \( Q_T(\beta; x, K, h_1, \{1\}) \) from (6) with respect to \( \beta \).

2. Then estimate \( \hat{\sigma}_t^2 \) using \( \hat{\sigma}_t^2 = \hat{\omega} / (1 - \beta) + \gamma \sum_{j=1}^{\min\{t-1, \tau\}} \hat{\beta}^{j-1} u_{t-j}^2 \),

   where \( \hat{\theta} = (\hat{\omega}, \hat{\beta}, \hat{\gamma})^{\top} \) are preliminary root-\( T \) consistent estimators of \( \theta = (\omega, \beta, \gamma)^{\top} \), and \( \tau = \tau(T) = \ln(T) \) is a truncation parameter. For example, \( \hat{\theta} \) could be the Gaussian QMLE constructed from the residuals, Bollerslev (1986).

3. The feasible weighted local polynomial estimator \( \tilde{m}(x) \) is constructed by minimizing \( Q_T(\beta; x, K, h, \{\tilde{\sigma}_t^2\}) \) from (6) with respect to \( \beta \), where \( h \) is the bandwidth in the final estimation.

For simplicity, we use the same kernel function in both the preliminary estimation and the final estimation. In the presence of a general GARCH(p,q) model, see, e.g. Francq and Zakoian (2004, 2010) for more details on QMLE estimation.

Notice that although \( \sigma_t^2 \) is characterized by a parametric model, estimation of \( \sigma_t^2 \) uses \( \hat{u}_t = y_t - \hat{m}(X_t) \), which is based on a preliminary nonparametric regression estimator \( \hat{m}(X_t) \) of the conditional mean function. Consequently, the estimation of \( \sigma_t^2 \) depends on the bandwidth \( h_1 \).

We modify Assumptions A1, A6 and A7 to accommodate the GARCH case. We assume that the GARCH process is stationary, and we undersmooth in the preliminary estimation.

**Assumption A1’**: The data is given by (1), (2) and (4), where \( \omega > 0, \beta \geq 0, \gamma \geq 0, \beta + \gamma < 1 \).

**Assumption A6’**: As \( T \to \infty \), \( h \to 0 \), \( h_1 \to 0 \) and \( h_1/h \to 0 \). \( Th_1 h^{1+p} \to \infty \), \( Th_1^2 h^{-1} \to \infty \), \( \sqrt{Th_1^{p+1}} \to 0 \). \( \tau = c \log T \) for some constant \( c > 0 \).

**Assumption A7’**: \( \hat{\theta} \) is a root-\( T \) estimator of \( \theta = (\omega, \beta, \gamma)^{\top} \).

Under Assumption A1’, the GARCH parameters \( \theta \) can be estimated at rate root-\( T \). Assumption A6’ for the bandwidth expansion are standard in nonparametric estimation. Assumption A7’ implies Assumption A7 under this GARCH setting.

The result for the GARCH case is summarized in Theorem 3 below.
Theorem 3. Suppose that Assumptions A1’, A2, A3, A4’, A5, A6’, A7’ hold. Then, as \( T \to \infty \),

\[
\sqrt{T} h \left[ \tilde{m}(x) - m(x) - h^{(p+1)} b(x) \gamma_1(K) \right] \Rightarrow N \left( 0, \frac{\omega_{11}(K)}{f_X(x) \mathbb{E} [\sigma_t^2 | X_t = x]} \right).
\]

Theorem 3 shows that, in the presence of the GARCH effect, the proposed estimator is asymptotically equivalent to the infeasible weighted local estimator \( \tilde{m}(x) \) and thus is more efficient than the conventional local polynomial estimator. We note that in this case the condition \( E(u_t | X_t, \lambda_t) = 0 \) fails, but in large samples \( \lambda_t = \tilde{\sigma}_t^2 \simeq \sigma_t^2 \in \mathcal{F}_{t-1} \) and since we have assumed that \( E(u_t | \mathcal{F}_{t-1}) = 0 \) the consistency and asymptotic normality follows. Indeed the standard errors constructed from (8) are consistent in this case.

Remark: For the preliminary estimator \( \hat{\theta} \), several methods exist for estimating parameters in GARCH models with unknown innovation distributions. The QMLE is arguably the most frequently used estimator in practice. The asymptotic properties of the QMLE have been studied in the literature under regularity conditions similar to ours. When the innovation distribution is heavy tailed, Peng and Yao (2003) propose a least absolute deviations estimator (LADE) as an alternative which is robust with respect to the heavy tails of the innovation distribution. In fact, the LADE is asymptotically normal with the standard convergence rate under weaker assumptions.

Remark: The above analysis and results can be easily extended to the case of general parametric volatility when \( \sigma_t^2 = \text{var}(y_t | \mathcal{F}_{t-1}) = \sigma_t^2(\theta) \), where \( \theta \) is the vector of unknown parameters. For example, the well-known location-scale type model where \( \sigma_t^2 \) equals to a parametric function of covariate \( Z_t \), say \( \sigma_t^2 = \rho_0 + \rho_1 Z_t^2 \).

### 3.2 Nonparametric Deterministic Volatility

Although our analysis in this paper focuses on nonparametric regressions with stationary stochastic conditional heteroskedasticity, the approach can also be applied to the nonstationary case. In this subsection, we illustrate such extensions for nonparametric regressions with locally varying unconditional volatilities, or long run components. Suppose that \( \sigma_t^2 = \sigma^2(t/T) \) with \( \sigma^2(\cdot) \) a smooth unknown function, that is,

\[
u_t = \sigma_t \varepsilon_t, \, \sigma_t = \sigma(t/T), \tag{12}\]

where \( \varepsilon_t \) and \( \varepsilon_t^2 - 1 \) are stationary martingale difference sequences. In this case, the process \( u_t \) is not stationary, although it is locally stationary, Dahlhaus (1997). We assume that Assumptions A4 hold with \( W_t = X_t \) being a stationary absolutely regular process.

For this model, under regularity conditions, the asymptotic distribution of the conventional local-polynomial regression estimator is given by

\[
\sqrt{T} h \left[ \tilde{m}_{LP}(x) - m(x) - h^{p+1} b_p(x) \gamma_1(K) \right] \Rightarrow N \left( 0, \frac{\int_0^1 \sigma^2(r) dr}{f_X(x) \mathbb{E} [\sigma_t^2 | X_t = x]} \omega_{11}(K) \right). \tag{13}\]
In this section, we propose a weighted local-polynomial regression estimator along the lines of the previous sections and show that the proposed weighted local-polynomial regression estimator has the same bias but a smaller variance.

A feasible weighted local-polynomial regression estimator \( \tilde{m}(x) \) requires estimates of \( \sigma_t^2 \), which can be estimated nonparametrically. We consider the following estimation procedure:

1. First, we construct a preliminary local polynomial estimator \( \hat{m}(\cdot) \) using bandwidth \( h_1 \) by minimizing \( Q_T (\beta; x, K, h_1, \{1\}) \) from (6) with respect to \( \beta \).
2. Then estimate \( \sigma(t/T)^2 \) by nonparametric smoothing on \( \hat{u}_t = y_t - \hat{m}(X_t) \)

\[
\hat{\sigma}(r)^2 = \frac{\sum_{t \neq T, t=1}^T G((r - t/T)/h_\sigma) \hat{u}_t^2}{\sum_{t \neq T, t=1}^T G((r - t/T)/h_\sigma)}
\]

where \( G \) is a kernel function and \( h_\sigma \) is a bandwidth for the estimation of volatility.
3. The feasible weighted local polynomial estimator \( \tilde{m}(x) \) is constructed by minimizing \( Q_T (\beta; x, K, h, \{\hat{\sigma}_t^2\}) \) from (6) with respect to \( \beta \), where \( h \) is the bandwidth in the final estimation.

In step 2, we use the leave-one-out estimator here to obtain a martingale difference sequence structure that simplifies the proof, see, e.g. Xu and Phillips (2008). We also suppose the following:

**Assumption A1**: The data is given by (1), (2) and \( \sigma_t = \sigma(t/T) \), where the function \( \sigma(\cdot) \) is continuous and \( 0 < c_L \leq \inf_{u \in [0,1]} \sigma(u) \leq \sup_{u \in [0,1]} \sigma(u) \leq c_U < \infty \), such that \( \int_0^1 \sigma(r)^2 dr \) and \( \int_0^1 \sigma(r)^{-2} dr \) exist.

**Assumption A4**: \( \{X_t\} \) is a stationary absolutely regular process. That is,

\[
\varphi(\tau) = \sup_s E \left\{ \sup_{A \in \mathcal{G}_{s+\tau}^s} |P(A|\mathcal{G}_s^s) - P(A)| \right\} \to 0 \text{, as } \tau \to \infty,
\]

where \( \mathcal{G}_{s}^s \) is the \( \sigma \)-field generated by \( \{X_j : j = s, \ldots, t\} \). In addition, there is a positive \( \delta \) such that \( E(|X_t|^{2+\delta}) < \infty \), and for some \( \delta' \) with \( \delta > \delta' > 0 \), \( \varphi(\tau) = O(\tau^{-(2+\delta')/\delta'}) \). The conditional density of \( \varepsilon_t \), \( f_{\varepsilon_t|X_t}(\cdot|x) \) is uniformly bounded and has continuous partial derivatives.

**Assumption A5**: The kernels \( K(\cdot) \) and \( G(\cdot) \) have support \([-1,1]\) and are symmetric about zero.

**Assumption A6**: As \( T \to \infty \), \( h \to 0 \), \( h_1 \to 0 \), \( h_\sigma \to 0 \) and \( h_1/h \to 0 \), \( h_1^2 h_\sigma^{-1} \to 0 \), \( T^{-1} h_1^{-1} h_\sigma^{-1} \log(T) \to 0 \), \( Th_1^{1+p} \to \infty \), \( Th_1^2 h^{-1} \to \infty \), \( \sqrt{T} h_1^{p+1} \to 0 \), \( Th_\sigma h^{1/2} \to \infty \), \( Th_\sigma^2 \to \infty \).

We obtain the following result.
Theorem 4. Suppose that Assumptions A1", A2, A3, A4", A5', A6" hold. Then, as $T \to \infty$

$$\sqrt{T} \tilde{h} \left[ \tilde{m}(x) - m(x) - h^{p+1} b_p(x) \gamma_1(K) \right] \Rightarrow N \left( 0, \frac{\omega_{11}(K)}{f_X(x) \int_0^1 \sigma(r)^{-2} dr} \right).$$

Theorem 4 shows that, in nonparametric regressions with locally varying volatilities, the weighted local estimator $\tilde{m}(x)$ is more efficient than the conventional local polynomial estimator. The relative efficiency (ratio of variances) of $\tilde{m}(x)$ to $\hat{m}(x)$ is

$$v_{eff} = \int_0^1 \sigma(r)^2 dr \times \int_0^1 \sigma(r)^{-2} dr \geq 1,$$

where the inequality follows by the Cauchy Schwarz inequality ($1 = \sigma \times \sigma^{-1}$) - this is just the ratio of the arithmetic mean to the harmonic mean of $\sigma(r)^2$. The magnitude of the efficiency gain increases with the variability of $\sigma(r)^2$ and is unbounded. The feasible weighted local-polynomial regression estimator $\tilde{m}(x)$ is asymptotically equivalent (same asymptotic variance) to the infeasible weighted local-polynomial regression estimator $\hat{m}(x)$. Muller and Stadtmuller (1987) consider the case where $X_t = t/T$ and confirm the equivalence of the unweighted and weighted kernel regression smoothers. We note that in this case the condition $E(u_t|X_t, \lambda_t) = 0$ fails, but in large samples $\lambda_t = \tilde{\sigma}_t^2 \simeq \sigma_t^{-2}$ is deterministic and the consistency and asymptotic normality follows. Indeed the standard errors constructed from (8) are valid in this case.

Remark. Following Vogt (2013) one may also allow the covariate to be locally stationary, i.e., to have a time varying density, which changes the variance formula a little.

4 A Discussion on the Bias of Weighted Kernel Regressions

The idea of weighted regression and the previous analysis may be extended to many other nonparametric methods and models. The local polynomial estimator is widely used due to its attractive properties. For this reason, we focus our analysis on the local polynomial regression. Similar analysis on weighted regression can be applied to other nonparametric methods, say, the well-known Nadaraya-Watson regression. In general, under the assumption $E(u_t^2|\mathcal{F}_{t-1}) \neq E(u_t^2|X_t)$, GLS regression reduces the variances of nonparametric regressions. However, the weighting effect on biases are different among different types nonparametric regressions. For comparison purposes and to further illustrate the effect of weighting, we briefly discuss weighted Nadaraya-Watson regression in this section. We show that although weighting has similar effects on variance, it has a different impact on biases for different nonparametric regression estimators. In particular, the weighted local polynomial regression with odd order does not change the bias, but the weighted Nadaraya-Watson kernel regression estimator (even order polynomial) does change the bias.
Consider the weighted Nadaraya-Watson regression that minimizes the following criterion:

$$\sum_{t=1}^{T} \lambda_t K\left(\frac{x - X_t}{h}\right) (Y_t - \beta)^2,$$

where $\lambda_t$ are weights associated to the $t$-th observation in the local polynomial regression. Let $w_t = \lambda_t K((x - X_t)/h)$. To compare the kernel estimator with $p$-th order local polynomial regression, we consider $(p + 1)$-th order kernel in the Nadaraya-Watson regression, thus $\int K(u)u^r du = 0$ for $r = 1, \ldots, p$, and $\int K(u)u^{p+1} du = 1$. The weighted Nadaraya-Watson estimator is given by

$$\hat{m}(x) = \frac{\sum_{t=1}^{T} \lambda_t K_h(X_t - x) y_t}{\sum_{t=1}^{T} \lambda_t K_h(X_t - x)}.$$

Again, suppose that the model is given by (1) and (2), it can be verified that the variance of the limiting distribution is given by $(\delta_{\lambda}(x)/f_X(x)) \nu_0(K)$. The impact of weighting on the limiting variance of the Nadaraya-Watson regression is the same as that of the local polynomial regression. In particular, any weights $\lambda$ in the form of a smooth function of $X_t$ would give the same limiting variance. If $\sigma_t^2 \neq \sigma(X_t)^2$, GLS regressions will reduce the limiting variance. In particular, the limiting variance of GLS regression is determined by $\nu_0(K)/f_X(x) E(\sigma_t^{-2}|X_t = x)$, which is smaller than the limiting variance of the unweighted NW kernel estimator $\nu_0(K) E(\sigma_t^2|X_t = x)/f_X(x)$, as long as $E(u_t^2|F_{t-1}) \neq E(u_t^2|X_t)$.

To analyze the bias term, let the joint density of $(\lambda_t, X_t)$ be $g(v, x)$, notice that $K$ is $(p + 1)$-th order kernel, it can be verified that

$$m^{(r)}(X_t) \frac{1}{T h} \sum_{t=1}^{T} \lambda_t K_h(X_t - X_t) u^r \approx h^{p+1-r} m^{(r)}(X_t) \frac{1}{(p + 1 - r)!} \int v g_x^{(p+1-r)}(v, x) dv \mu_{p+1}(K)$$

where $g_x^{(p+1-r)}(v, x) = \frac{\partial^{p+1-r} g(v, x)}{\partial x^{p+r}}$. The leading bias of the weighted Nadaraya-Watson estimator is given by

$$h^{p+1} \frac{\mu_{p+1}(K)}{f_X(x) E(\lambda_t|X_t = x)} \left[ \sum_{r=1}^{p+1} \frac{1}{r!(p + 1 - r)!} \left( m^{(r)}(x) \int v g_x^{(p+1-r)}(v, x) dv \right) \right].$$

Although weighting does not change the bias in the local polynomial regression, it does change the bias term in the Nadaraya-Watson regression. Bias reduction is possible by appropriately chosen weights. In the special case where $\lambda_t = \lambda(X_t)$ and the kernel is second order, i.e., $p + 1 = 2$, the leading bias is

$$\frac{1}{2} h^2 \mu_2(K) \left[ 2m^{(1)}(X_t) \frac{(\lambda f)(x)}{(\lambda f)(x)} + m^{(2)}(x) \right],$$

where we denote $\lambda(x)f(x)$ by $(\lambda f)(x)$, which is the result given by Jones (1993).
5 Bandwidth Selection

The proposed weighted nonparametric estimator involves the use of bandwidth parameter $h$, and the preliminary estimation of weights also involve a bandwidth $h_1$ in the unweighted local regressions. In practice, a data-driven smoothing parameter selection is highly appreciated. Although in principle the bandwidth could be selected by minimizing the second order effects in MSE of the nonparametric estimator, the second order term is quite complicated and messy, and it is practically difficult to select an optimal bandwidth along this direction. Cross-validation has been widely used in selecting tuning parameters in econometrics and statistics, see, e.g. Hall and Racine (2015). In this section, we propose the following cross-validation type procedure for selecting smoothing parameters.

1. First, we construct a preliminary local polynomial estimator $\tilde{m}(\cdot)$ using bandwidth $h_1$ by minimizing $Q_T(\beta; x, K, h_1, \{1\})$ from (6) with respect to $\beta$.

2. Then estimate $\sigma^2_s$ using $\hat{u}_s = y_s - \tilde{m}(X_s)$, denote the estimated variance by $\tilde{\sigma}^2_s$.

3. For each $t$, we estimate $m(X_t)$ using observations $\{(Y_s, X_s), |s - t| > \kappa\}$, for some large $\kappa$. More specifically, we construct the leave-$k$-out ($k = 2\kappa + 1$) weighted local polynomial estimator $\tilde{m}_{-t}(X_t)$ by minimizing:

$$T^{-1} \sum_{s:|s-t|>\kappa} K((X_s - X_t)/h) \frac{\sigma^2_s}{\tilde{\sigma}^2_s} \left( Y_s - \sum_{0 \leq j \leq p} \beta_j \left( \frac{X_t - X_s}{h} \right)^j \right)^2,$$

where $h$ is the bandwidth in final estimation.

4. Calculate

$$CV(h, h_1) = \sum_{t=1}^{T} (Y_t - \tilde{m}_{-t}(X_t))^2$$

We may choose $(h, h_1)$ to minimize $CV(h, h_1)$.

Remark: (1). This is a cross-validation type estimator. Since the data is weakly dependent over time, we construct the final estimator of $m(X_t)$ based on observations separated away from time $t$. Under weak dependence, the $t$-th observation is almost independent with the dataset based on which we estimate it. However, $\tilde{\sigma}^2_t$ is constructed based on the whole sample for two reasons: since $\sigma^2_t$ is captured by a parametric model and the parameters are estimated based on the whole sample, we expect that the impact of the $t$-th observation on the parameter estimation is relatively small due to weak dependence; on the other hand, the dependence structure is maintained when estimating the volatility parameters. (2). The proposed cross-validation type estimator can be easily extended to the case when the volatility is nonparametrically estimated. For the case of nonparametric deterministic volatility discussed in Section 3.2, the second step
of estimating $\sigma^2_s$ in the above procedure will then be replaced by the nonparametric volatility estimator, which is dependent on $h_\sigma$, as a result, the criterion in step 4 will now become $CV(h, h_1, h_\sigma)$.

For convenience in practice, we also propose a simple rule of thumb method following Fan and Gijbels (1996, p111). Specifically, to estimate bias terms we use a global polynomial curve

$$m(x) = \alpha_0 + \alpha_1 x + \ldots + \alpha_{p+1} x^{p+1},$$

which is estimated by least squares, yielding estimates $\hat{\alpha}_j, j = 0, \ldots, p+1$. We propose the following rule of thumb bandwidth estimator

$$h_{ROT} = C_{0,p}(K) \left[ \frac{\max_{1 \leq t \leq T} X_t - \min_{1 \leq t \leq T} X_t}{(\bar{s}_{p+1} / p+1)^2 \times \frac{1}{T} \sum_{t=1}^{T} \hat{s}_t^{-2}} \right]^{1/(2p+3)} T^{-1/(2p+3)},$$

where $C_{0,p}(K)$ is taken from Fan and Gijbels (1996, Table 3.2). This bandwidth approximates the minimizer of the asymptotic integrated mean square error of the odd order local polynomial regression function estimator under specific conditions, which include the specification (18) as well as the mean independence of $\sigma_t^{-2}$ from $X_t$. When these conditions are violated $h_{ROT}$ still converges to zero at the right rate but may not be optimal.

6 Simulation Study

We conducted a Monte Carlo simulation to evaluate the finite sample performance of the proposed estimation procedure. In particular, we compare the finite sample performance between the proposed estimator $\tilde{m}(x)$ and the conventional unweighted nonparametric estimator $\hat{m}(\cdot)$. We also report the performance of the infeasible weighted local polynomial estimator $\hat{m}(\cdot)$ based on known $\sigma_t^2$ to illustrate the potential of efficiency gain. Thus, the three estimators we consider are:

1. The conventional unweighted local polynomial estimator $\hat{m}(\cdot)$ based on minimizing $Q_T(\beta; x, K, h_1, \{1\})$ from (6) with respect to $\beta$.

2. The proposed weighted local polynomial estimator $\tilde{m}(\cdot)$ based on minimizing $Q_T(\beta; x, K, h_1, \{\hat{\sigma}_t^2\})$ from (6) with respect to $\beta$, where $\hat{\sigma}_t^2$ is calculated based on estimated ARCH/GARCH parameters.

3. The infeasible weighted local polynomial estimator $\tilde{m}(\cdot)$ based on minimizing $Q_T(\beta; x, K, h_1, \{\sigma_t^2\})$ from (6) with respect to $\beta$.

The data were generated from the model $Y_t = m(X_t) + \sigma_t \varepsilon_t$, where $\varepsilon_t$ are i.i.d. standard normal distributions. Several specifications of $m(x)$ were investigated in generating the data and qualitatively similar results were obtained. Thus we report the results for the case $m(x) = x^2$ at $x = 0$. 
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6.1 ARCH

Our first model is the ARCH(1) model

\[ \sigma_t^2 = \omega + \gamma u_{t-1}^2, \]

with \( \omega = 1 \). We consider a range of ARCH parameter values: \( \gamma = 0.5, 0.7, 0.9 \). The ARCH parameters are estimated based on OLS regression: \( \hat{\sigma}_t^2 = \omega + \gamma \hat{u}_{t-1}^2 + \hat{\eta}_t \), where \( \hat{u}_t \) is the conventional local polynomial regression residual \( \hat{u}_t = y_t - \hat{m}(X_t) \), and thus \( \sigma_t^2 \) can be estimated by \( \hat{\sigma}_t^2 = \hat{\omega} + \hat{\gamma} \hat{u}_{t-1}^2 \).

For the regressor \( X_t \), we consider three cases: Case (I) \( X_t \) are i.i.d. standard normal; \( \{X_t\}_{t=1}^T \) and \( \{\varepsilon_t\}_{t=1}^T \) are independent. Case (II) \( X_t \) are i.i.d. U\([0,1]\); \( \{X_t\}_{t=1}^T \) and \( \{\varepsilon_t\}_{t=1}^T \) are independent. Case (III) \( X_t = Y_{t-1} \). We report the results of the case \( T = 100 \). The results with \( T = 500 \) are qualitatively similar. The number of replications is 2000 in each case. We investigated both local linear estimation and the third order \((p = 3)\) local polynomial estimation with kernel \( K(u) = 0.75(1-u^2)1(|u| \leq 1) \), again, similar results were obtained and thus we only report the results of the case \( p = 3 \). Different bandwidth values were considered for the case \( p = 3 \). In particular, we consider bandwidth choices \( h = d_0 \times s_X T^{-1/9} \) and \( h_1 = d_1 \times s_X T^{-1/6} \), where \( s_X \) is the sample standard deviation of \( X \), for 5 different sets of values of \((d_0, d_1)\): \((3, 2)\), \((5.5, 3.5)\), \((8, 5)\), \((15, 10)\), \((25, 16)\). We also examine the performance of the estimator based on the ROT bandwidth (denoted by \( \tilde{m}_{\text{ROT}} \) in the tables) and the cross-validation based estimator (denoted by \( \tilde{m}_{\text{cv}} \) in the tables) proposed in Section 5. For the estimator based on the ROT bandwidth, we simply used \( h_1 = 10 \times s_X T^{-1/6} \) in the first stage preliminary estimation.

We compared the biases, variances, and mean squared errors of these estimators given different choices of innovation processes and bandwidth values. Tables 1, 2, 3 reports results for cases (I), (II), (III). The efficiency gain from weighted regression is quite significant. In addition, it is apparent that as the conditional heteroskedasticity increases (as \( \gamma \) increases from 0.5 to 0.9), the efficiency gain from weighted nonparametric regression also increases. Third, the efficiency gain in the case with independent regressors is generally larger than that of the autoregressions.
<table>
<thead>
<tr>
<th>$h$</th>
<th>$\gamma = 0.5$</th>
<th>$\gamma = 0.7$</th>
<th>$\gamma = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>Var</td>
<td>MSE</td>
</tr>
<tr>
<td>1</td>
<td>$\hat{m}$</td>
<td>0.0001</td>
<td>0.0421</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>0.0018</td>
<td>0.0327</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>0.0009</td>
<td>0.0344</td>
</tr>
<tr>
<td>2</td>
<td>$\hat{m}$</td>
<td>-0.0025</td>
<td>0.0335</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0035</td>
<td>0.0259</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0041</td>
<td>0.0272</td>
</tr>
<tr>
<td>3</td>
<td>$\hat{m}$</td>
<td>-0.0043</td>
<td>0.0355</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0023</td>
<td>0.0261</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0023</td>
<td>0.0286</td>
</tr>
<tr>
<td>4</td>
<td>$\hat{m}$</td>
<td>0.0013</td>
<td>0.0311</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0019</td>
<td>0.0239</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0027</td>
<td>0.0283</td>
</tr>
<tr>
<td>5</td>
<td>$\hat{m}$</td>
<td>-0.0047</td>
<td>0.0329</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0026</td>
<td>0.0250</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0025</td>
<td>0.0270</td>
</tr>
<tr>
<td>6</td>
<td>$\tilde{m}_{\text{ROT}}$</td>
<td>-0.0108</td>
<td>0.0221</td>
</tr>
<tr>
<td>7</td>
<td>$\tilde{m}_{\text{cv}}$</td>
<td>-0.0153</td>
<td>0.0205</td>
</tr>
</tbody>
</table>
Table 2 (Case II: \(X_t = \text{i.i.d. } U[0,1]\))

<table>
<thead>
<tr>
<th>(h)</th>
<th>(\gamma = 0.5)</th>
<th>(\gamma = 0.7)</th>
<th>(\gamma = 0.9)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>Var</td>
<td>MSE</td>
</tr>
<tr>
<td>1</td>
<td>(\bar{m})</td>
<td>-0.0381</td>
<td>0.8241</td>
</tr>
<tr>
<td></td>
<td>(\hat{m})</td>
<td>-0.0327</td>
<td>0.6700</td>
</tr>
<tr>
<td></td>
<td>(\tilde{m})</td>
<td>-0.0338</td>
<td>0.6932</td>
</tr>
<tr>
<td>2</td>
<td>(\bar{m})</td>
<td>-0.0106</td>
<td>0.4061</td>
</tr>
<tr>
<td></td>
<td>(\hat{m})</td>
<td>-0.0177</td>
<td>0.3142</td>
</tr>
<tr>
<td></td>
<td>(\tilde{m})</td>
<td>-0.0141</td>
<td>0.3322</td>
</tr>
<tr>
<td>3</td>
<td>(\bar{m})</td>
<td>-0.0032</td>
<td>0.3802</td>
</tr>
<tr>
<td></td>
<td>(\hat{m})</td>
<td>-0.0111</td>
<td>0.2622</td>
</tr>
<tr>
<td></td>
<td>(\tilde{m})</td>
<td>-0.0130</td>
<td>0.2938</td>
</tr>
<tr>
<td>4</td>
<td>(\bar{m})</td>
<td>-0.0145</td>
<td>0.3429</td>
</tr>
<tr>
<td></td>
<td>(\hat{m})</td>
<td>-0.0085</td>
<td>0.2495</td>
</tr>
<tr>
<td></td>
<td>(\tilde{m})</td>
<td>-0.0105</td>
<td>0.2638</td>
</tr>
<tr>
<td>5</td>
<td>(\bar{m})</td>
<td>-0.0085</td>
<td>0.3458</td>
</tr>
<tr>
<td></td>
<td>(\hat{m})</td>
<td>-0.0078</td>
<td>0.2723</td>
</tr>
<tr>
<td></td>
<td>(\tilde{m})</td>
<td>-0.0046</td>
<td>0.3120</td>
</tr>
<tr>
<td>6</td>
<td>(\bar{m}_{\text{ROT}})</td>
<td>-0.0753</td>
<td>0.2792</td>
</tr>
<tr>
<td>7</td>
<td>(\bar{m}_{cv})</td>
<td>-0.0128</td>
<td>0.2426</td>
</tr>
</tbody>
</table>
We next consider the GARCH model. We consider the same regression function, i.e. the data were generated from the model \( Y_t = m(X_t) + \sigma_t \varepsilon_t \), with \( m(x) = x^2 \). Now \( \sigma_t \) follows an GARCH(1,1) process

\[
\sigma_t^2 = \omega + \beta \sigma_{t-1}^2 + \gamma u_{t-1}^2
\]

with \( \omega = 1 \). We consider a range of GARCH parameter values given as follows

\[
\begin{array}{ccccccccccc}
\beta & 0.1 & 0.3 & 0.5 & 0.7 & 0.3 & 0.5 & 0.1 & 0.3 & 0.5 & 0.9 & 0.05 \\
\gamma & 0.8 & 0.6 & 0.4 & 0.2 & 0.5 & 0.3 & 0.6 & 0.4 & 0.2 & 0.05 & 0.9 \\
\end{array}
\]

We have investigated the sampling properties for similar designs on \( X \). Qualitatively very similar results to the ARCH model are obtained. For this reason, we report the results for the case where \( \{\varepsilon_t\}_{t=1}^T \) are i.i.d. N(0,1), and \( \{X_t\}_{t=1}^T \) are i.i.d. U[0,1] random variables that are independent with \( \{\varepsilon_s\}_{s=1}^T \). Again, \( T = 100 \), and the number of replications is 2000 in each case.
Since there are more parameters in the GARCH case, and results are similar to the ARCH case, for simplicity, we only report the biases and mean squared errors of the local polynomial estimators with $p = 3$ and $x = 0$. We consider the same bandwidth choices 1 - 5, as well as the ROT and cross-validation bandwidth as in the previous case. The results are contained in Table 4. In particular, we find that: Given each $\gamma$, as $\beta$ increases, the relative efficiency gain increases. Similarly, given each $\beta$, as $\gamma$ increases, the relative efficiency gain increases.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$(\beta, \gamma) = (0.1, 0.8)$</th>
<th>$(\beta, \gamma) = (0.3, 0.6)$</th>
<th>$(\beta, \gamma) = (0.5, 0.4)$</th>
<th>$(\beta, \gamma) = (0.7, 0.2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
</tr>
<tr>
<td>1</td>
<td>$\hat{m}$</td>
<td>0.0385</td>
<td>1.4338</td>
<td>0.0003</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>0.0135</td>
<td>0.4775</td>
<td>0.0101</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>0.0195</td>
<td>0.5816</td>
<td>0.0064</td>
</tr>
<tr>
<td>2</td>
<td>$\hat{m}$</td>
<td>-0.0057</td>
<td>1.5221</td>
<td>0.0507</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>0.0109</td>
<td>0.4340</td>
<td>0.0311</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0033</td>
<td>0.5508</td>
<td>0.0361</td>
</tr>
<tr>
<td>3</td>
<td>$\hat{m}$</td>
<td>-0.0125</td>
<td>1.5600</td>
<td>0.0245</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0023</td>
<td>0.4424</td>
<td>0.0304</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0013</td>
<td>0.5324</td>
<td>0.0276</td>
</tr>
<tr>
<td>4</td>
<td>$\hat{m}$</td>
<td>0.0279</td>
<td>1.5065</td>
<td>0.0103</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>0.0110</td>
<td>0.4743</td>
<td>0.0261</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>0.0193</td>
<td>0.5548</td>
<td>0.0315</td>
</tr>
<tr>
<td>5</td>
<td>$\hat{m}$</td>
<td>0.0115</td>
<td>1.7135</td>
<td>-0.0022</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0047</td>
<td>0.4540</td>
<td>-0.0129</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0096</td>
<td>0.5750</td>
<td>-0.0185</td>
</tr>
<tr>
<td>6</td>
<td>$\hat{m}_{ROT}$</td>
<td>0.0145</td>
<td>0.4772</td>
<td>-0.0164</td>
</tr>
<tr>
<td>7</td>
<td>$\hat{m}_{cv}$</td>
<td>-0.0152</td>
<td>0.4161</td>
<td>0.0030</td>
</tr>
</tbody>
</table>
Table 4b (Continued)

<table>
<thead>
<tr>
<th></th>
<th>$h$</th>
<th>$(\beta, \gamma) = (0.5, 0.3)$</th>
<th>$(\beta, \gamma) = (0.1, 0.6)$</th>
<th>$(\beta, \gamma) = (0.3, 0.4)$</th>
<th>$(\beta, \gamma) = (0.5, 0.2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
</tr>
<tr>
<td>1</td>
<td>$\hat{m}$</td>
<td>-0.0269</td>
<td>0.9331</td>
<td>-0.0030</td>
<td>0.6135</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{m}}$</td>
<td>-0.0221</td>
<td>0.7452</td>
<td>-0.0063</td>
<td>0.3685</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{\tilde{m}}}$</td>
<td>-0.0223</td>
<td>0.7924</td>
<td>-0.0037</td>
<td>0.4014</td>
</tr>
<tr>
<td>2</td>
<td>$\hat{m}$</td>
<td>-0.0037</td>
<td>0.9313</td>
<td>-0.0186</td>
<td>0.6028</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{m}}$</td>
<td>0.0023</td>
<td>0.7549</td>
<td>-0.0202</td>
<td>0.3608</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{\tilde{m}}}$</td>
<td>0.0053</td>
<td>0.8082</td>
<td>-0.0214</td>
<td>0.3925</td>
</tr>
<tr>
<td>3</td>
<td>$\hat{m}$</td>
<td>-0.0336</td>
<td>0.8765</td>
<td>0.0146</td>
<td>0.6235</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{m}}$</td>
<td>-0.0233</td>
<td>0.7011</td>
<td>0.0103</td>
<td>0.3456</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{\tilde{m}}}$</td>
<td>-0.0227</td>
<td>0.7448</td>
<td>0.0029</td>
<td>0.3769</td>
</tr>
<tr>
<td>4</td>
<td>$\hat{m}$</td>
<td>-0.0145</td>
<td>0.8483</td>
<td>0.0098</td>
<td>0.5578</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{m}}$</td>
<td>-0.0042</td>
<td>0.7975</td>
<td>0.0195</td>
<td>0.3415</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{\tilde{m}}}$</td>
<td>-0.0092</td>
<td>0.7374</td>
<td>0.0128</td>
<td>0.3669</td>
</tr>
<tr>
<td>5</td>
<td>$\hat{m}$</td>
<td>-0.0171</td>
<td>0.9010</td>
<td>-0.0039</td>
<td>0.5855</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{m}}$</td>
<td>-0.0208</td>
<td>0.7364</td>
<td>-0.0005</td>
<td>0.3501</td>
</tr>
<tr>
<td></td>
<td>$\hat{\tilde{\tilde{m}}}$</td>
<td>-0.0275</td>
<td>0.7777</td>
<td>0.0003</td>
<td>0.3769</td>
</tr>
<tr>
<td>6</td>
<td>$\hat{m}_{\text{ROT}}$</td>
<td>-0.0113</td>
<td>0.6964</td>
<td>0.0382</td>
<td>0.3674</td>
</tr>
<tr>
<td>7</td>
<td>$\hat{m}_{\text{cv}}$</td>
<td>-0.0027</td>
<td>0.6957</td>
<td>-0.0532</td>
<td>0.3589</td>
</tr>
</tbody>
</table>
Table 4c (Continued)

<table>
<thead>
<tr>
<th>$h$</th>
<th>$(\beta, \gamma) = (0.3, 0.5)$</th>
<th>$(\beta, \gamma) = (0.05, 0.9)$</th>
<th>$(\beta, \gamma) = (0.9, 0.05)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
</tr>
<tr>
<td>1</td>
<td>$\hat{m}$</td>
<td>-0.0289</td>
<td>1.2714</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0178</td>
<td>0.5508</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0194</td>
<td>0.6025</td>
</tr>
<tr>
<td>2</td>
<td>$\hat{m}$</td>
<td>-0.0512</td>
<td>0.8763</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0217</td>
<td>0.5442</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0207</td>
<td>0.6002</td>
</tr>
<tr>
<td>3</td>
<td>$\hat{m}$</td>
<td>0.0031</td>
<td>0.8514</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>0.0076</td>
<td>0.5296</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>0.0041</td>
<td>0.5655</td>
</tr>
<tr>
<td>4</td>
<td>$\hat{m}$</td>
<td>0.0519</td>
<td>0.8754</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>0.0384</td>
<td>0.5477</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>0.0328</td>
<td>0.6046</td>
</tr>
<tr>
<td>5</td>
<td>$\hat{m}$</td>
<td>-0.0376</td>
<td>0.8586</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0169</td>
<td>0.5437</td>
</tr>
<tr>
<td></td>
<td>$\tilde{m}$</td>
<td>-0.0197</td>
<td>0.5870</td>
</tr>
<tr>
<td>6</td>
<td>$\tilde{m}_{ROT}$</td>
<td>0.0265</td>
<td>0.5785</td>
</tr>
<tr>
<td>7</td>
<td>$\tilde{m}_{cv}$</td>
<td>-0.0039</td>
<td>0.5586</td>
</tr>
</tbody>
</table>

6.3 Locally varying volatility

We finally look at the locally varying volatility model. We consider the same regression function, i.e. the data were generated from the model $Y_t = m(X_t) + \sigma_t \varepsilon_t$, with $m(x) = x^2$. Now $\sigma_t$ follows a locally varying volatility process:

$$\sigma_t^2 = \omega + \gamma \sin(t\pi/T)^2$$

with $\omega = 0.1$, and we consider different values for $\gamma = 1, 2, 5$. The choices of the regressor $X_t$ are similar to the previous cases, i.e., we again consider the same three cases where (i) $X_t$ are i.i.d. standard normal and independent with $\varepsilon_t$; (ii) $X_t$ are i.i.d. $\text{U}[0,1]$ and independent with $\varepsilon_t$; and (iii) $X_t = Y_{t-1}$. We investigated the third order ($p = 3$) local polynomial estimation with kernel $K(u) = 0.75(1-u^2)1(|u| \leq 1)$, again, similar results were obtained in local linear estimation and we only report the results of the case $p = 3$. We use the same kernel function in estimating the volatility $\sigma(\cdot)$ as the one used in estimating the mean function. In addition to $h = d_0 \times s_X T^{-1/9}$ and $h_1 = d_1 \times s_X T^{-1/6}$, that we used before for the second
stage and first stage nonparametric estimation of the mean, we simply use $h_\alpha = s_X T^{-1/6}$. The same 5 different sets of values of $(d_0, d_1)$ were considered. We also examine the performance of the ROT and cross-validation based estimator (again, denoted by $\tilde{m}_{cv}$ in the tables) proposed in Section 5.

The number of replications is the same as before. We report the results of the case $T = 100$.

The Monte Carlo results that we obtained are very similar to the previous cases. For this reason, we only report the result for the case when $X_t$ are generated by i.i.d. $\text{U}[0,1]$. In particular, Table 5 reports results for the biases, variances, and mean squared errors of these estimators given different choices of bandwidth values. Results of Table 5 show the potential of efficiency gain from weighted nonparametric regression in the locally varying volatility models.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\gamma = 1$</th>
<th>$\gamma = 2$</th>
<th>$\gamma = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>Var</td>
<td>MSE</td>
</tr>
<tr>
<td>1</td>
<td>$\tilde{m}$</td>
<td>0.0149</td>
<td>0.2483</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>0.0154</td>
<td>0.1473</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\tilde{m}}$</td>
<td>0.0156</td>
<td>0.1787</td>
</tr>
<tr>
<td>2</td>
<td>$\tilde{m}$</td>
<td>-0.0198</td>
<td>0.1211</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0201</td>
<td>0.0712</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\tilde{m}}$</td>
<td>-0.0165</td>
<td>0.0904</td>
</tr>
<tr>
<td>3</td>
<td>$\tilde{m}$</td>
<td>-0.0124</td>
<td>0.1217</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0140</td>
<td>0.0806</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\tilde{m}}$</td>
<td>-0.0142</td>
<td>0.0913</td>
</tr>
<tr>
<td>4</td>
<td>$\tilde{m}$</td>
<td>-0.0052</td>
<td>0.1093</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0021</td>
<td>0.0619</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\tilde{m}}$</td>
<td>-0.0021</td>
<td>0.0802</td>
</tr>
<tr>
<td>5</td>
<td>$\tilde{m}$</td>
<td>0.0092</td>
<td>0.1026</td>
</tr>
<tr>
<td></td>
<td>$\hat{m}$</td>
<td>-0.0162</td>
<td>0.0617</td>
</tr>
<tr>
<td></td>
<td>$\tilde{\tilde{m}}$</td>
<td>-0.0050</td>
<td>0.0782</td>
</tr>
<tr>
<td>6</td>
<td>$\tilde{m}_{ROT}$</td>
<td>-0.0333</td>
<td>0.0876</td>
</tr>
<tr>
<td>7</td>
<td>$\tilde{m}_{cv}$</td>
<td>-0.0214</td>
<td>0.0699</td>
</tr>
</tbody>
</table>

6.4 Additional Discussion: The Effect of Weighting Near IGARCH

The Monte Carlo simulation above indicates that the weighted nonparametric regression generally brings efficiency gain for models with a GARCH error process. In particular, the efficiency gain from weighted
regression is quite significant when \( \gamma \) is large.

The focus of this paper is on stationary time series. Although not the focus of this paper, an interesting case is the IGARCH model, i.e., \( \sigma_t^2 \) obeys (4) with \( \beta + \gamma = 1 \). Then provided \( \omega > 0 \) and \( E[\ln (\beta + \gamma \varepsilon_{t-1}^2)] < 0 \), the process \( \sigma_t^2 \) is strictly stationary and ergodic, Nelson (1990, Theorem 2), while Nelson (1990, Theorem 3) implies that \( E(\sigma_t^2) = \infty \), and \( E(u_t^2) = \infty \) (but \( E(|u_t|^{1+\alpha}) < \infty \) for some \( \alpha \in (0,1) \)). In this case, the Nadaraya-Watson smoother may be consistent but its asymptotic variance is infinite, i.e., the rate of convergence is slower than \( \sqrt{T/n} \). However, the weighted smoother can be asymptotically normal at the usual rates, since under strong stationarity we may have for example \( E(\sigma_t^{-2}) < \infty \).

In the case of IGARCH, under appropriate regularity assumptions, in particular, if

\[
E[\ln (\beta + \gamma \varepsilon_{t-1}^2)] < 0 \quad \text{and} \quad E \left[ (\beta + \gamma \varepsilon_t^2) \ln (\beta + \gamma \varepsilon_t^2) \right] < \infty
\]

and we assume that \( \omega > 0 \), then there exists a stationary solution to the GARCH model, and the stationary solution is regularly varying and strong mixing with geometric rate. In this case, \( E(\sigma_t^2) = \infty \). The unweighted local least-squares estimator will converge at a slower rate. However, the weighted smoother can be asymptotically normal at the usual rates, since under strong stationarity we may have \( E(\sigma_t^{-2}) < \infty \). In addition, a root-n consistent estimator of the IGARCH parameter can be obtained via the QMLE (see, e.g. Lumsdaine 1996), and can be used in constructing the weighted nonparametric estimator. Thus, efficiency gain of weighted nonparametric regression may be extended to the IGARCH case.

We provide a preliminary Monte Carlo investigation below on the relative efficiency between the unweighted nonparametric regression and the weighted nonparametric regression for the GARCH model when the summation of parameters are close to unity. We consider the same GARCH model as in the previous section, i.e. the data were generated from the model \( Y_t = m(X_t) + \sigma_t \varepsilon_t \), with \( m(x) = x^2 \), and

\[
\sigma_t^2 = \omega + \beta \sigma_{t-1}^2 + \gamma u_{t-1}^2
\]

with \( \omega = 1 \). We consider some GARCH parameter values that \( (\beta + \gamma) \) are near unity. Again, \( \varepsilon_t \) are i.i.d. \( \text{N}(0,1) \), and \( X_t \) are i.i.d. \( \text{U}[0,1] \) random variables that are independent with \( \{\varepsilon_t\}_{t=1}^T \). \( T = 100 \).

Table 6 below reports the biases and mean squared errors of the local polynomial estimators with \( p = 3 \) and \( x = 0 \). We consider the same bandwidth choices 1 - 5, as well as the ROT and cross-validation bandwidth as in the previous section.
Table 6

<table>
<thead>
<tr>
<th>(h (\beta, \gamma)) : (0.05, 0.95)</th>
<th>(0.05, 0.94)</th>
<th>(0.5, 0.5)</th>
<th>(0.94, 0.05)</th>
<th>(0.95, 0.05)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
</tr>
<tr>
<td>1  (\hat{m})</td>
<td>-0.0582</td>
<td>2.7579</td>
<td>-0.1313</td>
<td>1.9291</td>
</tr>
<tr>
<td>2  (\hat{m})</td>
<td>0.0006</td>
<td>0.4925</td>
<td>-0.0829</td>
<td>0.4897</td>
</tr>
<tr>
<td>3  (\hat{m})</td>
<td>-0.0157</td>
<td>0.6585</td>
<td>-0.0985</td>
<td>0.6095</td>
</tr>
<tr>
<td>4  (\hat{m})</td>
<td>0.0233</td>
<td>1.7763</td>
<td>-0.0170</td>
<td>2.2681</td>
</tr>
<tr>
<td>5  (\hat{m})</td>
<td>-0.0101</td>
<td>0.4720</td>
<td>-0.0055</td>
<td>0.4172</td>
</tr>
<tr>
<td>6  (\tilde{m})</td>
<td>-0.0031</td>
<td>0.5727</td>
<td>0.0209</td>
<td>0.5001</td>
</tr>
<tr>
<td>7  (\tilde{m})</td>
<td>0.0233</td>
<td>1.7763</td>
<td>-0.0170</td>
<td>2.2681</td>
</tr>
</tbody>
</table>

These Monte Carlo results indicate that, efficiency gain of the weighted nonparametric regression over unweighted nonparametric regression can also be obtained in the near IGARCH and IGARCH case.

7 Conclusions

We have shown that the efficiency of local linear regression estimators can be improved by weighting factors that take account of the heteroskedasticity where that heteroskedasticity is partly driven by factors different from those that influence the mean. In some applications this may deliver substantial efficiency gains in estimation. In this paper, we focus our analysis on stationary models. We expect that the method can be extended to nonstationary volatility models such as IGARCH. Monte Carlo evidence indicates efficiency gains from the weighted nonparametric regressions in this case. However, the asymptotic analysis requires different techniques. The analysis in our paper can also be extended to nonparametric quantile regression with heteroskedastic errors. We wish to explore these extensions in future research.
8 A Sketch of Proofs

We provide a sketch of proofs for our theorems in the paper. A more detailed proof can be found in the supplementary technical appendix.

8.1 Some preliminary results

Let \( M_{T,h,j,k} \) be a \((p+1) \times (p+1)\) matrix with the \((j,k)\) element defined as:

\[
M_{T,h,j,k} = \frac{1}{Th} \sum_{i=1}^{T} \left( \frac{x - X_i}{h} \right)^{j+k} K \left( \frac{x - X_i}{h} \right), \quad j, k = 0, 1, \ldots, p,
\]

and \( \Psi_T(x) \) be a \((p+1) \times 1\) vector with the \(j\)-th element:

\[
\Psi_{T,h,j} = \frac{1}{Th} \sum_{i=1}^{T} \left( \frac{x - X_i}{h} \right)^{j} K \left( \frac{x - X_i}{h} \right) Y_i, \quad j = 0, 1, \ldots, p,
\]

then, the local polynomial estimator \( \hat{m}(x) \) can be written as \( \hat{m}(x) = \hat{\beta}_0(x) = e_1^T M_{T,h,1}^{-1} \Psi_{T,h,1} \).

To analyze the bias and variance effects of \( \hat{m}(x) \), we define the stochastic term \( U_{T,h,1}(x) \) and the bias term \( B_{T,h,1}(x) \) as \((p+1) \times 1\) vectors with the \(j\)-th elements:

\[
U_{T,h,j} = \frac{1}{Th} \sum_{i=1}^{T} \left( \frac{x - X_i}{h} \right)^{j} K \left( \frac{x - X_i}{h} \right) u_i, \quad j = 0, 1, \ldots, p,
\]

\[
B_{T,h,j} = \frac{1}{Th} \sum_{i=1}^{T} \left( \frac{x - X_i}{h} \right)^{j} K \left( \frac{x - X_i}{h} \right) \Delta_i(x), \quad j = 0, 1, \ldots, p,
\]

where \( \Delta_i(x) = m(X_i) - \sum_{0 \leq k \leq p} \frac{1}{k!} m^{(k)}(x)(X_i - x)^k \). Then,

\[
\sqrt{Th} \left[ \hat{m}(x) - m(x) - e_1^T M_{T,h,1}^{-1}(x) B_{T,h,1}(x) \right] = e_1^T M_{T,h,1}^{-1}(x) \sqrt{Th} U_{T,h,1}(x).
\]

8.2 Proof of Theorem 1

The weighted local linear regression minimizes the following criterion:

\[
Q_n(x; \beta) = T^{-1} \sum_{t=1}^{T} w_t \left( Y_t - \beta^t X_t \right)^2
\]

and

\[
\sqrt{Th} \left( \hat{\beta} - \beta \right) = T^{-1} \sum_{t=1}^{T} w_t \left( Y_t - \beta^t X_t \right) = \left[ \frac{1}{Th} \sum_{t=1}^{T} w_t X_t X_t^t \right]^{-1} \left[ \frac{1}{Th} \sum_{t=1}^{T} w_t X_t u_t \right].
\]
Notice that, under Assumption A3, and by a Taylor expansion of \( m(X_t) \) around \( x \), it can be verified that the leading bias term is given by
\[
\frac{1}{Th} \sum_{t=1}^{T} w_t X_t \Delta_t(x) \approx h^{p+1} m^{(p+1)}(x) f_X(x) E(\lambda_t | X_t = x) \frac{B(K)}{(p+1)!}.
\]
Second, under Assumption A4 and A5,
\[
\frac{1}{Th} \sum_{t=1}^{T} w_t X_t X'_t \rightarrow f_X(x) E(\lambda_t | X_t = x) M(K),
\]
thus
\[
\frac{1}{h^{p+1}} \left( \sum_{t=1}^{T} w_t X_t X'_t \right)^{-1} \sum_{t=1}^{T} w_t X_t \Delta_t(x) \rightarrow \frac{m^{(p+1)}(x)}{(p+1)!} M(K)^{-1} B(K).
\]
Finally, we look at the effect of weighting on variance. Notice that \( \{\varepsilon_t\} \) is a m.d.s., and \( E\varepsilon_t^2 = 1 \), under Assumptions A2 - A4, by central limiting theorem for m.d.s. and application of the Cramer-Wold device, we have
\[
\frac{1}{\sqrt{Th}} \sum_{t=1}^{T} w_t X_t u_t \Rightarrow N \left( 0, f_X(x) E \left[ \lambda_t^2 \sigma_t^2 | X_t = x \right] \Gamma(K) \right).
\]
Thus,
\[
\sqrt{Th} \left( \beta_\lambda - \beta - h^{p+1} \frac{m^{(p+1)}(x)}{(p+1)!} M(K)^{-1} B(K) \right) \Rightarrow N \left( 0, \frac{E \left[ \lambda_t^2 u_t^2 | X_t = x \right]}{\left[ E(\lambda_t | X_t = x) \right]^2 f_X(x) M(K)^{-1} \Gamma(K) M(K)^{-1}} \right).
\]

### 8.3 Proof of Corollary 1

The results can be obtained from Theorem 1 by taking \( \lambda_t = \sigma_t^{-2} \) and calculate the corresponding expectations.

### 8.4 Proof of Theorem 2

Notice that \( \sqrt{Th} [\bar{m}(x) - m(x)] = \sqrt{Th} [\tilde{m}(x) - m(x)] + \sqrt{Th} [\bar{m}(x) - \tilde{m}(x)] \), by result of Theorem 1, we only need to show:
\[
\sqrt{Th} [\tilde{m}(x) - m(x)] = o_p(1).
\]
By definition, \( \tilde{m}(x) \) is obtained by minimizing
\[
\tilde{Q}_T (x; \beta) = T^{-1} \sum_{t=1}^{T} \tilde{w}_t (Y_t - \beta X_t)^2,
\]
and
\[ \hat{\beta} = \beta + \left[ \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \hat{x}_t' \right]^{-1} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \Delta_t(x) + \left[ \sum_{t=1}^{T} w_t x_t x_t' \right]^{-1} \sum_{t=1}^{T} w_t x_t u_t. \]

In addition, notice that
\[ \hat{\beta} = \beta + \left[ \sum_{t=1}^{T} w_t x_t x_t' \right]^{-1} \sum_{t=1}^{T} w_t x_t \Delta_t(x) + \left[ \sum_{t=1}^{T} w_t x_t x_t' \right]^{-1} \sum_{t=1}^{T} w_t x_t u_t, \]

Thus,
\[ \sqrt{Th} (\hat{\beta} - \hat{\beta}) = \left[ \frac{1}{T h} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \hat{x}_t' \right]^{-1} \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t Y_t - \left[ \frac{1}{T h} \sum_{t=1}^{T} w_t x_t x_t' \right]^{-1} \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} w_t x_t Y_t \]
\[ = \left[ \frac{1}{T h} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \hat{x}_t' \right]^{-1} \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \Delta_t(x) - \left[ \frac{1}{T h} \sum_{t=1}^{T} w_t x_t x_t' \right]^{-1} \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} w_t x_t \Delta_t(x) \]
\[ + \left[ \frac{1}{T h} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \hat{x}_t' \right]^{-1} \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t u_t - \left[ \frac{1}{T h} \sum_{t=1}^{T} w_t x_t x_t' \right]^{-1} \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} w_t x_t u_t. \]

We need to analyze the following terms:
\[ \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \hat{x}_t', \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \Delta_t(x), \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t u_t. \]

Denote
\[ \hat{A} = \frac{1}{T h} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \hat{x}_t', \text{ and } A = \frac{1}{T h} \sum_{t=1}^{T} w_t x_t x_t', \]
\[ \hat{B} = \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t \Delta_t(x), \text{ and } B = \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} w_t x_t \Delta_t(x), \]
\[ \hat{C} = \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} \hat{w}_t \hat{x}_t u_t, \text{ and } C = \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} w_t x_t u_t, \]

then, notice that
\[ \hat{A}^{-1} = A^{-1} - A^{-1} \left( \hat{A} - A \right) A^{-1} + A^{-1} \left( \hat{A} - A \right) A^{-1} \left( \hat{A} - A \right) A^{-1}, \]
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we have

\[ \sqrt{T} h \left( \hat{\beta} - \beta \right) \]
\[ = \hat{A}^{-1} \hat{B} - A^{-1} B + \hat{A}^{-1} \hat{C} - A^{-1} \]
\[ = \left[ A^{-1} - A^{-1} \left( \hat{A} - A \right) A^{-1} + A^{-1} \left( \hat{A} - A \right) A^{-1} \left( \hat{A} - A \right) \hat{A}^{-1} \right] (B + \hat{B} - B) - A^{-1} B \]
\[ + \left[ A^{-1} - A^{-1} \left( \hat{A} - A \right) A^{-1} + A^{-1} \left( \hat{A} - A \right) A^{-1} \left( \hat{A} - A \right) \hat{A}^{-1} \right] (C + \hat{C} - C) - A^{-1} C \]
\[ = A^{-1} \left( \hat{B} - B \right) - A^{-1} \left( \hat{A} - A \right) A^{-1} B + A^{-1} \left( \hat{A} - A \right) A^{-1} \left( \hat{A} - A \right) \hat{A}^{-1} B - A^{-1} \left( \hat{A} - A \right) A^{-1} \left( \hat{B} - B \right) \]
\[ + A^{-1} \left( \hat{A} - A \right) A^{-1} \left( \hat{A} - A \right) \hat{A}^{-1} (B - B) \]
\[ + A^{-1} \left( \hat{C} - C \right) - A^{-1} \left( \hat{A} - A \right) A^{-1} C + A^{-1} \left( \hat{A} - A \right) A^{-1} \left( \hat{A} - A \right) \hat{A}^{-1} C - A^{-1} \left( \hat{A} - A \right) A^{-1} \left( \hat{C} - C \right) \]
\[ + A^{-1} \left( \hat{A} - A \right) A^{-1} \left( \hat{A} - A \right) \hat{A}^{-1} (C - C) \]

which is \( o_p(1) \) by (1) Assumption A7 and the fact that \( A = \frac{1}{Th} \sum_{t=1}^{T} w_t x_t x_t' \to f_X(x) \) \( E(x | X_t = x) M(K) \) which is positive definite.

Thus \( \sqrt{T} h \left( \hat{\beta} - \beta \right) = o_p(1) \). Consequently,

\[ \sqrt{T} h \left[ \bar{m}(x) - m(x) - h^{(v+1)} b(x) \right] \to N \left( 0, \frac{\omega_{11}(K)}{f_X(x) \mathbb{E} \left[ \sigma_t^{-2} | X_t = x \right]} \right). \]

### 8.5 Proof of Theorem 3

Notice that the conditional variance follows a GARCH(1,1) process, then under Assumption A1',

\[ \sigma_t^2 = \omega + \beta \sigma_{t-1}^2 + \gamma u_{t-1}^2 = \frac{\omega}{1 - \beta} + \gamma \sum_{j=1}^{\infty} \beta^{j-1} u_{t-j}^2. \]

Let \( \hat{\theta} = (\hat{\omega}, \hat{\beta}, \hat{\gamma})' \) be a preliminary root-T consistent estimator of \( \theta = (\omega, \beta, \gamma) \), and \( \hat{u}_t = y_t - \hat{m}(X_t) \), we estimate \( \sigma_t^2 \) by

\[ \hat{\sigma}_t^2 = \frac{\hat{\omega}}{1 - \hat{\beta}} + \hat{\gamma} \sum_{j=1}^{\min(t-1, \tau)} \hat{\beta}^{j-1} \hat{u}_{t-j}^2. \]
Thus, for \( t > \tau \),

\[
\hat{\sigma}_t^2 - \sigma_t^2 = \frac{\hat{\omega}}{1-\beta} - \frac{\omega}{1-\beta} + (\hat{\gamma} - \gamma) \sum_{j=1}^{\tau} \hat{\beta}^{j-1} \hat{u}_{t-j}^2 + \gamma \sum_{j=1}^{\tau} \left( \hat{\beta}^{j-1} - \beta^{j-1} \right) u_{t-j}^2 - \gamma \sum_{j=\tau+1}^{\infty} \beta^{j-1} u_{t-j}^2.
\]

We use the proof of Theorems 2 to the GARCH case. In particular, we verify that under the assumptions of Theorem 3, Assumptions 7(a), 7(b) and 7(c) (that were used in the proof of Theorem 2) still hold in the GARCH case. Let

\[
R_{T1} = \frac{1}{Th} \sum_{t=1}^{T} \left( \hat{w}_t - w_t \right) X_t X_t^\top, \quad R_{T2} = \frac{1}{\sqrt{Th}} \sum_{t=1}^{T} \left( \hat{w}_t - w_t \right) X_t u_t, \quad R_{T3} = \frac{1}{Th} \sum_{t=1}^{T} \left( \hat{w}_t - w_t \right) X_t \Delta_t (x)
\]

we show each of these terms are \( o_p(1) \).

For

\[
R_{T1} = \frac{1}{Th} \sum_{t=1}^{T} \left( \hat{w}_t - w_t \right) X_t X_t^\top
\]

\[
= - \frac{1}{Th} \sum_{t=1}^{T} \frac{K ((x - X_t) / h)}{\sigma_t^4} \hat{\sigma}_t^2 X_t X_t^\top + \frac{1}{Th} \sum_{t=1}^{T} \frac{K ((x - X_t) / h)}{\sigma_t^4 \hat{\sigma}_t^2} (\hat{\sigma}_t^2 - \sigma_t^2) X_t X_t^\top,
\]

and under Assumption A1' we have

\[
- \frac{1}{Th} \sum_{t=1}^{T} \frac{K ((x - X_t) / h)}{\sigma_t^4} \hat{\sigma}_t^2 X_t X_t^\top
\]

\[
= - \left( \frac{\hat{\omega}}{1-\beta} - \frac{\omega}{1-\beta} \right) \frac{1}{Th} \sum_{t=1}^{T} \frac{K ((x - X_t) / h)}{\sigma_t^4} X_t X_t^\top
\]

\[
- \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K ((x - X_t) / h)}{\sigma_t^4} \left( \hat{\gamma} \sum_{j=1}^{\tau} \hat{\beta}^{j-1} \hat{u}_{t-j}^2 - \gamma \sum_{j=1}^{\infty} \beta^{j-1} u_{t-j}^2 \right) X_t X_t^\top
\]

\[
+ o_p(1)
\]

It's easy to verify that, under Assumption A7', the first term in the above expression is \( O_p(T^{-1/2}) = \)
\( o_p(1) \), and the second term can be decomposed into

\[
(\hat{\gamma} - \gamma) \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \sum_{j=1}^{\tau} \hat{\beta}^{j-1} (\hat{u}_{t-j}^2 - u_{t-j}^2) \right) X_t X_t^\top \\
+ \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \gamma \sum_{j=1}^{\tau} \hat{\beta}^{j-1} (\hat{u}_{t-j}^2 - u_{t-j}^2) \right) X_t X_t^\top \\
+ \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \gamma \sum_{j=1}^{\tau} \hat{\beta}^{j-1} (\hat{u}_{t-j}^2 - u_{t-j}^2) \right) X_t X_t^\top \\
- \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \gamma \sum_{j=\tau+1}^{\infty} \hat{\beta}^{j-1} (\hat{u}_{t-j}^2 - u_{t-j}^2) \right) X_t X_t^\top.
\]

Again, under Assumptions A1’, A6’, and A7’, the first and the third term above are \( o_p(1) \), and the second term can be written as

\[
\frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \gamma \sum_{j=1}^{\tau} \hat{\beta}^{j-1} (\hat{u}_{t-j}^2 - u_{t-j}^2) \right) X_t X_t^\top \\
= \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( 2\gamma \sum_{j=1}^{\tau} \hat{\beta}^{j-1} u_{t-j} (\hat{u}_{t-j} - u_{t-j}) \right) X_t X_t^\top \\
+ \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \gamma \sum_{j=1}^{\tau} \hat{\beta}^{j-1} (\hat{u}_{t-j} - u_{t-j})^2 \right) X_t X_t^\top.
\]

We first consider

\[
\frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} u_{t-j} (\hat{u}_{t-j} - u_{t-j}) X_t X_t^\top \\
= \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} u_{t-j} e_1^\top M_{T,h_1}^{-1} (X_{t-j}) B_{T,h_1} (X_{t-j}) X_t X_t^\top \\
+ \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} u_{t-j} e_1^\top M_{T,h_1}^{-1} (X_{t-j}) U_{T,h_1} (X_{t-j}) X_t X_t^\top
\]

By a direct calculation of the first and second moments, we can verify that the first (bias) term is of order \( h_1^{\rho_1+1} \), which is \( o_p(1) \). The second term is asymptotically equivalent to

\[
\frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4 f_X(X_{t-j})} e_1^\top M(K)^{-1} U_{T,h_1} (X_{t-j}) X_t X_t^\top \sigma_{t-j} e_{t-j}.
\]
For convenience, denote the \((i, j)\)-th element of \(M^{-1}\) by \(\mu^{i j}(K)\), then the above term can be written as

\[
\frac{1}{Th} \sum_{l=1}^{p+1} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4 f_X(X_{t-j})} \mu^{1,1}(K) U_{T, h, l-1} (X_{t-j}) \mathbb{X}_t \mathbb{X}_t^\top \sigma_{t-j} \varepsilon_{t-j}.
\]

For \(l = 1, \ldots, p + 1\),

\[
\frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4 f_X(X_{t-j})} \mu^{1,1}(K) U_{T, h, l-1} (X_{t-j}) \mathbb{X}_t \mathbb{X}_t^\top \sigma_{t-j} \varepsilon_{t-j} = \frac{1}{T^2 h_1 h} \sum_{t=\tau+1}^{T} \sum_{s=1}^{T} K((x - X_t) / h) \mu^{1,1}(K) \left( \frac{X_{t-j} - X_s}{h_1} \right)^{l-1} K \left( \frac{X_{t-j} - X_s}{h_1} \right) \mathbb{X}_t \mathbb{X}_t^\top \sigma_{s} \varepsilon_{s} \sigma_{t-j} \varepsilon_{t-j},
\]

and we consider three cases (1) \(t - j = s\); (2) \(t - j > s\); (3) \(t - j < s\). In particular, when \(t - j = s\), only when \(l = 1\) this term is non-zero, by a calculation of moments, it can be verified that its first moment is of order \(O(T^{-1} h_1^{-1})\), and the second moment is \(O(T^{-2} h_1^{-2})\). Thus this term is \(o_p(1)\) under the bandwidth assumption. For the other cases, using the inequality of Yoshihara (1976), we can verify that the term is of order \(O(T^{-3/2} h_1^{-1} h^{-1/2} + T^{-3/2} h_1^{1/2}) = O(T^{-3/2} h_1^{-1} h^{-1/2})\). Thus we can verify that

\[
\frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4 f_X(X_{t-j})} \mathbb{X}_1^\top M(K)^{-1} U_{T, h, 1} (X_{t-j}) \mathbb{X}_t \mathbb{X}_t^\top \sigma_{t-j} \varepsilon_{t-j} = O_p \left( T^{-1} h_1^{-1} + T^{-1} h_1^{-1/2} h^{-1/2} \right) = o_p(1).
\]

Notice that \(\tau = O(\log T)\), by similar methods, one can verify

\[
\frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \gamma \sum_{j=1}^{\tau} \tilde{\beta}^{j-1} (\tilde{u}_{t-j} - u_{t-j})^2 \right) \mathbb{X}_t \mathbb{X}_t^\top = o_p(1),
\]

Thus,

\[
\frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \gamma \sum_{j=1}^{\tau} \tilde{\beta}^{j-1} (\tilde{u}_{t-j}^2 - u_{t-j}^2) \right) \mathbb{X}_t \mathbb{X}_t^\top = o_p(1).
\]

Next, consider

\[
\frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \gamma \sum_{j=\tau+1}^{\infty} \beta^{j-1} u_{t-j}^2 \right) \mathbb{X}_t \mathbb{X}_t^\top.
\]

Notice that \(|\beta| < 1\), direct calculations show that

\[
\mathbb{E} \left\| \frac{1}{Th} \sum_{t=\tau+1}^{T} \frac{K((x - X_t) / h)}{\sigma_t^4} \left( \gamma \sum_{j=\tau+1}^{\infty} \beta^{j-1} u_{t-j}^2 \right) \mathbb{X}_t \mathbb{X}_t^\top \right\| = O(|\beta|^\tau),
\]

which is \(o(1)\) since \(\tau = c \ln T \to \infty\).
By similar analysis we can show that
\[
\frac{1}{Th} \sum_{t=1}^{T} K \left( \frac{(x - X_t) / h}{\sigma_t^2} \right) (\hat{\sigma}_t^2 - \sigma_t^2)^2 \tilde{X}_t^T = o_p(1).
\]

Combining the above results, we have \( R_{T1} = o_p(1) \).

The analysis of \( R_{T2} \) and \( R_{T3} \) is parallel to the analysis of \( R_{T1} \).

### 8.6 Proof of Theorem 4

Again, notice that
\[
\sqrt{Th} \left[ \tilde{m}(x) - m(x) - h^{p+1}b(x) \right] = \sqrt{Th} \left[ \tilde{m}(x) - m(x) - h^{p+1}b(x) \right] + \sqrt{Th} \left[ \tilde{m}(x) - \tilde{m}(x) \right],
\]
we show that, under our assumptions,
\[
\sqrt{Th} \left[ \tilde{m}(x) - m(x) - h^{p+1}b(x) \right] \Rightarrow N \left( 0, \frac{1}{f_X(x) \int_0^1 \sigma(r)^{-2} dr} \omega^2 \right). \tag{20}
\]
and
\[
\sqrt{Th} \left[ \tilde{m}(x) - \tilde{m}(x) \right] = o_p(1). \tag{21}
\]

For result (20) for \( \hat{\beta} \), notice that
\[
\sqrt{Th} \left( \hat{\beta} - \beta - \left[ \sum_{t=1}^{T} w_t \tilde{X}_t \tilde{X}_t^T \right]^{-1} \sum_{t=1}^{T} w_t \tilde{X}_t \Delta_t(x) \right)
\]
\[
= \left[ \frac{1}{Th} \sum_{t=1}^{T} w_t \tilde{X}_t \tilde{X}_t^T \right]^{-1} \left[ \frac{1}{\sqrt{Th}} \sum_{t=1}^{T} w_t \tilde{X}_t u_t \right].
\]
It can be verified that
\[
\frac{1}{Th} \sum_{t=1}^{T} w_t \tilde{X}_t \tilde{X}_t^T \rightarrow \int_0^1 \sigma(r)^{-2} dr f_X(x) M(K),
\]
and, by Taylor expansion,
\[
\frac{1}{Th} \sum_{t=1}^{T} w_t \tilde{X}_t \Delta_t(x) \approx h^{p+1} \frac{m^{(p+1)}(x) f_X(x) \int_0^1 \sigma(r)^{-2} dr}{(p+1)!} B(K),
\]
thus,
\[
\frac{1}{h^{p+1}} \left[ \sum_{t=1}^{T} w_t \tilde{X}_t \tilde{X}_t^T \right]^{-1} \sum_{t=1}^{T} w_t \tilde{X}_t \Delta_t(x) \rightarrow \frac{m^{(p+1)}(x)}{(p+1)!} M(K)^{-1} B(K),
\]
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For the stochastic component, notice that:

$$\frac{1}{\sqrt{Th}} \sum_{t=1}^{T} w_t X_t u_t = \frac{1}{\sqrt{Th}} \sum_{t=1}^{T} X_t K \left( \frac{x - X_t}{h} \right) \sigma_t^{-1} \varepsilon_t,$$

First,

$$\frac{1}{Th} \sum_{t=1}^{T} \left[ \frac{K ((x - X_t) / h)}{\sigma_t^2} \right]^2 \left( \frac{x - X_t}{h} \right)^{j^l} u_t^2 \rightarrow f_X(x) \left[ \int_0^1 \sigma(r)^{-2} dr \right] \int K (u)^2 u^{j^l} du.$$ 

in addition, for every fixed \((p + 1)\)-vector \(\lambda\)

$$\frac{1}{Th} \sum_{t=1}^{T} \lambda^T X_t \lambda \left[ \frac{K ((x - X_t) / h)}{\sigma_t^2} \right]^2 u_t^2 \rightarrow f_X(x) \int_0^1 \sigma(r)^{-2} dr \lambda^T \Gamma(K) \lambda$$

notice that \(\{\lambda^T X_t K \left( \frac{x - X_t}{h} \right) \sigma_t \varepsilon_t, \mathcal{F}_t\}\) is a martingale difference sequence,

$$\frac{1}{\sqrt{Th}} \sum_{t=1}^{T} \lambda^T X_t \frac{K ((x - X_t) / h)}{\sigma_t^2} u_t \Longrightarrow N \left( 0, f_X(x) \int_0^1 \sigma(r)^{-2} dr \lambda^T \Gamma(K) \lambda \right).$$

Thus, by the Cramér–Wold device, we have

$$\frac{1}{\sqrt{Th}} \sum_{t=1}^{T} w_t X_t u_t \rightarrow N \left( 0, f_X(x) \int_0^1 \sigma(r)^{-2} dr \Gamma(K) \right).$$

Thus, together with the analysis with the bias effect, we obtain

$$\sqrt{Th} \left( \tilde{\beta} - \beta - h^{p+1} m^{(p+1)}(x) M(K)^{-1} B(K) \right) \Longrightarrow N \left( 0, \frac{1}{f_X(x) \int_0^1 \sigma(r)^{-2} dr} M(K)^{-1} \Gamma(K) M(K)^{-1} \right),$$

and

$$\sqrt{Th} \left[ \tilde{m}(x) - m(x) - h^{p+1} b(x) \right] \Longrightarrow N \left( 0, \frac{1}{f_X(x) \int_0^1 \sigma(r)^{-2} dr} \omega^2 \right).$$

Next we prove (21). Notice that

$$\hat{w}_t = \frac{K ((x - X_t) / h)}{\hat{\sigma}_t^2},$$

following a similar argument as the previous Theorems, we only need to show the following results hold for the locally varying volatility model:

$$R_{T1} = \frac{1}{\sqrt{Th}} \sum_{t=1}^{T} (\hat{w}_t - w_t) X_t Y_t = o_p(1),$$

$$R_{T2} = \left( \frac{1}{\sqrt{Th}} \sum_{t=1}^{T} (\hat{w}_t - w_t) X_t X^T_t \right) = o_p(1).$$
Notice that \( R_{T1} = R_{T11} + R_{T12} \), where
\[
R_{T11} = \frac{1}{\sqrt{T\bar{h}}} \sum_{t=1}^{T} (\bar{w}_t - w_t) X_t m(X_t),
R_{T12} = \frac{1}{\sqrt{T\bar{h}}} \sum_{t=1}^{T} (\bar{w}_t - w_t) X_t u_t.
\]

We first consider \( R_{T12} \). Let
\[
W_{ts} = \frac{G(((s-t)/T)/h_\sigma)}{\sum_{i=1}^{T} G(((i-t)/T)/h_\sigma)}
\]
then \( R_{T12} = R_{T12A} + R_{T12B} + R_{T12C} \), where
\[
R_{T12A} = \frac{1}{\sqrt{T\bar{h}}} \sum_{t=1}^{T} K((X_t - x_0)/h) \left[ \frac{1}{\tilde{\sigma}_t^2} - \frac{1}{\tilde{\sigma}_t^2} \right] X_t u_t,
R_{T12B} = \frac{1}{\sqrt{T\bar{h}}} \sum_{t=1}^{T} K((X_t - x_0)/h) \left[ \frac{1}{\tilde{\sigma}_t^2} - \frac{1}{\tilde{\sigma}_t^2} \right] X_t u_t,
R_{T12C} = \frac{1}{\sqrt{T\bar{h}}} \sum_{t=1}^{T} K((X_t - x_0)/h) \left[ \frac{1}{\tilde{\sigma}_t^2} - \frac{1}{\tilde{\sigma}_t^2} \right] X_t u_t.
\]
and
\[
\tilde{\sigma}_t^2 = \sum_{s=1}^{T} W_{ts} \tilde{u}_s^2, \hat{\sigma}_t^2 = \sum_{s=1}^{T} W_{ts} u_s^2, \sigma_t^2 = \sum_{s=1}^{T} W_{ts} \sigma_s^2.
\]

We can show each of these terms are \( o_p(1) \). For \( R_{T12A} \), notice that, under Assumption A1", we have
\[
0 < c_L \leq \min_t \tilde{\sigma}_t^2 \leq \min_t \hat{\sigma}_t^2 + \max_t |\hat{\sigma}_t^2 - \sigma_t^2| = \min_t \hat{\sigma}_t^2 + o_p(1)
\]
and
\[
0 < c_L \leq \min_t \hat{\sigma}_t^2 \leq \min_t \hat{\sigma}_t^2 + \max_t |\hat{\sigma}_t^2 - \sigma_t^2| = \min_t \hat{\sigma}_t^2 + o_p(1)
\]
In addition, \( \sum_{t=1}^{T} (\tilde{\sigma}_t^2 - \sigma_t^2)^2 \) is bounded by
\[
C_1 \sum_{t=1}^{T} \left( \sum_{s=1}^{T} W_{ts} (\tilde{u}_s - u_s) u_s \right)^2 + C_2 \sum_{t=1}^{T} \left( \sum_{s=1}^{T} W_{ts} (\tilde{u}_s - u_s) \right)^2,
\]
where \( C_1 \) and \( C_2 \) are constants. It can be verified that
\[
\sum_{s=1}^{T} W_{ts}^2 u_s^2 \leq \max_t |W_{ts}| \sum_{s=1}^{T} W_{ts}^2 u_s^2 = O \left( \frac{1}{Th_\sigma} \right).
\]
Denote $C$ to be a generic constant term, then
\[
\sum_{t=1}^{T} \left( \sum_{s=1}^{T} W_{ts} (\hat{u}_s - u_s) u_s \right)^2 \\
\leq C \sum_{t=1}^{T} \left( \max_t |\hat{u}_s - u_s| \right)^2 \cdot \sum_{s=1}^{T} W_{ts}^2 u_s^2 \\
= O_p \left( h_1^2 h_\sigma^{-1} + T^{-1} h_1^{-1} h_\sigma^{-1} \log(T) \right) = o_p(1) .
\]

The other term can be analyzed similarly. Thus, \( \sum_{t=1}^{T} (\bar{\sigma}_t^2 - \tilde{\sigma}_t^2)^2 = o_p(1) \).

For any \( j = 0, 1, \ldots, p \),
\[
\left| \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} \left[ \frac{\bar{\sigma}_t^2 - \tilde{\sigma}_t^2}{\bar{\sigma}_t^2 \tilde{\sigma}_t} \right] K((X_t - x_0) / h) \left( \frac{X_t - x}{h} \right)^j u_t \right| \\
\leq \left[ \frac{1}{(\min_t \bar{\sigma}_t^2) (\min_t \tilde{\sigma}_t^2)} \right] \left[ \sum_{t=1}^{T} (\bar{\sigma}_t^2 - \tilde{\sigma}_t^2)^2 \right]^{1/2} \left[ \frac{1}{T h} \sum_{t=1}^{T} K((X_t - x_0) / h)^2 \left( \frac{X_t - x}{h} \right)^{2j} u_t^2 \right]^{1/2} \\
\rightarrow 0
\]

thus, \( R_{T12A} \rightarrow 0 \).

The second term \( R_{T12B} \),
\[
R_{T12B} = \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} K((X_t - x_0) / h) \left[ \frac{\bar{\sigma}_t^2 - \tilde{\sigma}_t^2}{\bar{\sigma}_t \tilde{\sigma}_t} \right] \bar{\sigma}_t^{-4} X_t u_t \\
+ \frac{1}{\sqrt{T h}} \sum_{t=1}^{T} K((X_t - x_0) / h) \left[ \frac{\bar{\sigma}_t^2 - \tilde{\sigma}_t^2}{\bar{\sigma}_t \tilde{\sigma}_t} \right] \tilde{\sigma}_t^{-2} X_t u_t
\]

It can be verified that both of these two terms are \( o_p(1) \).

For \( R_{T12C} \),
\[
R_{T12C} = -\frac{1}{\sqrt{T h}} \sum_{t=1}^{T} K((X_t - x_0) / h) \left[ \frac{\bar{\sigma}_t^2 - \tilde{\sigma}_t^2}{\bar{\sigma}_t \tilde{\sigma}_t} \right] \bar{\sigma}_t^{-2} X_t u_t,
\]

notice that \( \sigma_t^2 \) and \( \sigma_t^2 \) are deterministic functions of \( t \), for \( j = 0, \ldots, p \), \( K((X_t - x_0) / h) \left[ \frac{\sigma_t^2 - \sigma_t^2}{\sigma_t \sigma_t} \right] \left( \frac{X_t - x}{h} \right)^j u_t \) are martingales, and
\[
E \left| \frac{C}{\sqrt{T h}} \sum_{t=1}^{T} K((X_t - x_0) / h) \left[ \frac{\sigma_t^2 - \sigma_t^2}{\sigma_t \sigma_t} \right] \left( \frac{X_t - x}{h} \right)^j u_t \right|^2 = O \left( h_\sigma^2 \right) \rightarrow 0,
\]

thus \( R_{T12C} \rightarrow 0 \). Consequently, \( R_{T12} = R_{T12A} + R_{T12B} + R_{T12C} \rightarrow 0 \).

The proofs for \( R_{T11} \) and \( R_{T2} \) are similar.
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