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of photosensitivity, given that the experiment involves rapidly 
flickering visual stimuli. Participants’ overall memory perfor-
mance was tested against chance level (25%) according to non-
parametric permutation. No participants were excluded with this 
criterion. They provided informed consent and received mone-
tary compensation. Participants had self-reported normal hearing 
and correctable vision.

Stimuli

The stimuli and the scripts for running the experiments are 
adapted from Clouter et al.’s (2017) study as provided by the 
authors. Each movie clip is 3 s long and is created by randomly 
matching videos and sounds from the stimulus pool. The stimu-
lus pool was assembled such that the videos and sounds would 
not be semantically connected. The flickering was generated by 
MATLAB scripts via sinusoidal modulation of visual and audi-
tory intensities. The modulation starts at 50% amplitude, and 
then, alternates between 100% and 0% amplitudes in sinusoidal 
manner. The clips for the no-flicker condition will be presented 
with 50% amplitude, meaning that amplitudes of the video and 
sound streams are be halved. This procedure matches the total 
amplitude between the flickering and non-flickering clips while 
also having matching durations.

Procedure

Data collection took place in a sound-attenuating and magnetically 
shielded room (MSR), while participants are seated beneath  
a MEGIN Triux MEG scanner. MEG data will be acquired 

simultane ously, with the aim of confirming differences across 
conditions in the synchronicity of MEG responses observed in 
visual and auditory cortices (as Clouter et al. and Wang et al.  
did for EEG). However, these MEG data are not part of the 
behavioural analysis that we are registering here. Instructions  
and visual stimuli were projected onto a screen through an aper-
ture in the front wall of the MSR. Participants were given MEG-
compatible glasses to correct their vision. Auditory stimuli were 
presented binaurally via MEG-compatible headphone drivers 
(Etymotic Research, https://www.etymotic.com) sending audio 
signals down plastic tubes to ear plugs inserted in participants’ 
ears. The visual and auditory delays between the stimulus pres-
entation computer and participants’ eyes/ears were confirmed 
by a photo-diode and microphone using a standard procedure 
employed in the CBU MEG laboratory.

The experiment consists of 12 blocks, with three tasks per 
block, and with each block containing trials from one condition 
only (Figure 1). In Task 1, participants were presented with the 
3000-ms movie clips (subtending a visual angle of 5.7°) and after 
each clip, they were asked to rate the compatibility of the sound 
and video to encourage paying attention to both modalities. Each 
rating was followed by a fixation cross on a blank screen for an 
inter-stimulus interval that is jittered between 1000 and 3000 ms. 
The clips either flickered synchronously at theta rate (4 Hz), 
asynchronous at theta, synchronous at delta (1.7 Hz), or non-
flickering. In Task 2, participants were instructed to make odd–
even judgement for random numbers appearing on the screen to 
distract them from rehearsing. In Task 3, participants were pre-
sented with a recognition test. In each trial, one of the sounds 
presented in Task 1 was played and the participants were asked to 
pick the associated video from four stills, each from a different 

Figure 1. Depiction of the typical experimental flow in a block. Participants are first presented with a series of clips that are either modulated or not 
depending on which condition is assigned to that block. After each clip, they rate how well the sound suited the video. Then, they count backwards 
from a random number. Finally, they are tested on these clips by being presented with the sound and asked to pick the video associated with it.
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studied video in the same block. There were 16 test trials to test 
every clip presented in Task 1. Each block included four sound 
categories out of eight, and each clip was tested within its own 
category to better assess associative memory.

The video and sound stimuli were randomly paired, and then 
the pairs divided into four sets, whose assignment to conditions 
was rotated across participants. Given the 24 possible orderings 
of four conditions (blocks), this order was counterbalanced by 
presenting three unique orderings for each of every eight par-
ticipants (e.g. the 12 blocks of Participant 1 corresponded to 
conditions SADN-ADNS-DNSA, the 12 blocks of Participant 2 
was NSAD-ASDN-SAND, etc.; where S = synchronous theta, 
A = asynchronous theta, D = delta, and N = no flicker). Thus, full 
counterbalancing entailed 4 × 8 = 32 participants.

Following the main experiment, participants performed a dis-
crimination task that assessed their ability to discern synchronous 
stimuli from asynchronous stimuli. This involved blocked pres-
entation of random synchronous or asynchronous clips, each fol-
lowed by a judgement of synchronicity. Blocking the conditions 
makes this task mimic the main task which would provide a bet-
ter measurement of whether participants were able to tell syn-
chronous from asynchronous stimuli during main task. However, 
it should be noted that the decision was taken after the approval 
of Stage 1 protocol.

The synchronicity above refers to synchronicity of informa-
tion processed between the relevant cortices, rather than syn-
chronicity of the stimuli themselves. Following Clouter et al. 
(2017) and Wang et al. (2018), to account for the slower transfer 
of visual information to visual cortex than of auditory informa-
tion to auditory cortex, the onset of the auditory stimuli was 
delayed by 40 ms (though note this does not allow for potential 
differences in transmission time for information from visual ver-
sus auditory cortex to hippocampus). An analysis of the phase 
differences in recordings of the visual and auditory stimulus 
channels (sampled at 1 kHz and stored with the MEG data) con-
firmed that delays were close to those intended (see the 
Supplemental Material for details).

Statistical analysis

We performed the main analysis on single-trial data (correct/
incorrect), using a logistic mixed-effects model to gain greater 
sensitivity and accommodate variability across participants and 
stimulus pairs. We added random slopes and intercepts for both 
participants and stimuli, which achieved convergence (Barr 
et al., 2013). Within this model, we calculated p-values for the 
three planned comparisons: (1) synchronous theta against asyn-
chronous theta, (2) synchronous theta against synchronous delta, 
and (3) synchronous theta against no-flicker (predicting higher 
accuracy for synchronous theta conditions in all cases). Due to 
three comparisons, we used an adjusted, one-tailed significance 
threshold of αcorrected = .0167. The analyses will be run in R (R 
Core Team, 2020), using the lme4 package (Bates et al., 2015).

However, to be able to report statistical results comparable to 
Clouter et al.’s (2017) study, and to match the power analysis on 
which our sample size was determined, we also performed one-
tailed, t-tests on trial-averaged data for the same three planned 
comparisons listed above (i.e. synchronous theta against each of 
the control conditions). We report both asymptotic p-values and 
percentile bootstrapped probabilities.

Results
All statistical analyses were run using R version 4.2.2 in RStudio 
version 2022.12.0+353, using lme4 package version 1.1-33 for 
the mixed-effects model, and emmeans version 1.8.6 for con-
trasts with estimated marginal means, Package MKinfer version 
1.1 for t-tests with bootstrapping. The code and data are available 
on GitHub (https://github.com/fserin/ReplicatingTIME.git)

Confirmatory analyses

Participants had an overall accuracy of M = 44.3% (SD = 7.15%; 
chance = 25%) and for only synchronous and asynchronous theta 
conditions M = 41.4%, which compares reasonably to the mean 
performance of 46.4% and 42.8% reported by Clouter et al. 
(2017) and Wang et al. (2018), respectively. According to the reg-
istered analysis, we first fit a binary logistic mixed-effects model 
to every trial with the following form:

Accuracy ~ Condition + 1 ClipID  + 1 ParticipantID| |( ) ( ),

where Accuracy was the binary outcome for each trial, Condition 
was a categorical fixed effect with four levels, and ClipID and 
ParticipantID were modelled as random intercepts. There was a 
significant difference between conditions, X2(3) = 22.9, p < .0001. 
In our three planned comparisons, we predicted better perfor-
mance for the synchronous theta condition than each of the other 
three conditions. However, planned contrasts on the estimated 
marginal means (Figure 2(a)) showed that the synchronous  
theta condition actually produced worse memory performance 
than the no-flicker condition, Z = −4.29, p < .0001, log odds 
effect size = 0.33. The synchronous theta condition did not differ 
significantly from the asynchronous theta condition, Z = −0.393, 
p = .695, log odds effect size = −0.03. Finally, the synchronous 
theta condition also had worse rather than better performance 
than the synchronous delta condition, Z = −2.10, p = .0355, log 
odds effect size = −0.159, though the latter p-value did not sur-
vive our registered corrected threshold of αcorrected = .05/3 = .0167.

To match Clouter et al. (2017), we also report the analysis of 
trial-averaged accuracy scores (Figure 2(b)) using paired t-tests 
and bootstrapped p-values. Similar to the mixed-effects results, 
the synchronous theta condition (M = 41.4%) had worse perfor-
mance than the no-flicker condition (M = 48.8%), t(31) = −3.09, 
p < .004, Cohen’s d = 0.55, but did not differ significantly from 
the asynchronous theta condition (M = 42.02%), t(31) = −0.48, 
p = .614, Cohen’s d = 0.08, nor synchronous delta condition 
(M = 45.05%), t(31) = −1.72, p = .082, Cohen’s d = 0.30.

We also report the d-prime score for the performance in the 
synchrony discrimination task. Correctly identified synchronous 
trials were treated as hits and asynchronous trials mistaken as syn-
chronous were treated as false alarms. This eliminates any con-
founding effects of response bias. Unfortunately, due to an error in 
condition files, nine participants did not have usable data for the 
discrimination task and therefore, the data could not be reported 
for these. When d-primes were compared against zero using a 
two-tailed, one-sample t-test, the mean d-prime was not signifi-
cantly above chance, t(22) = 2.23, p = .0518, producing no evi-
dence people could perceive the difference between synchronous 
and asynchronous stimuli (see also the Exploratory analyses sec-
tion). This replicates Clouter et al. (2017), even when these two 

https://github.com/fserin/ReplicatingTIME.git
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conditions are blocked. However, considering the small p-value 
and the few missing participants from the dataset, it is possible 
that some participants were able to detect synchronicity.

Exploratory analyses

We report additional post hoc, exploratory analyses that might be 
helpful to better understand the boundary conditions for any 
TIME. Through personal communication, it was reported that 
proactive interference on memory performance is possible due to 
the recurring sound categories across blocks. To test this, we ana-
lysed only the first of the 12 blocks for each participant using the 
same mixed-effects model. This analysis failed to reproduce the 
significantly worse performance for synchronous theta versus 
no-flicker conditions, Z = −0.76, p = .447, though the direction 
remained the same (and the lack of significance could reflect the 
vastly reduced power). The outcomes for the other two compari-
sons did not differ in either significance or direction of the 
numerical difference. To complement this, we also added a linear 
and quadratic expansion of block number to the mixed-effects 
model, but while there were main effects of block (e.g. due to 
practice, fatigue, interference), X2(3) = 14.85, p = .0006, there was 
no evidence that these effects interacted with the condition factor 
X2(6) = 22.9, p = .948.

It was also suggested that using the overall accuracy to 
exclude participants might have missed participants who per-
formed specifically worse in theta conditions. To evaluate this, 
we used only the accuracy in theta conditions (both synchronous 
and asynchronous) to exclude participants. Three participants 
were excluded as a result. However, the pattern of significant out-
comes did not differ from the registered ones above (synchronous 
theta versus no-flicker, Z = −3.61, p = .0003, synchronous theta 
versus asynchronous theta and synchronous delta,|Z|s < −1.63, 
ps > .105).

It is probable that the ratings (the subjective match between 
video and sound) of the clips during the initial encoding task  
differed across conditions, and that these ratings influenced 

memory performance. Applying the three planned comparisons 
to a mixed-effect model that predicted the rating score from  
the condition factor (with random intercepts for ClipID and 
ParticipantID) revealed that the synchronous theta condition was 
rated significantly less matching than the no-flicker condition, 
Z = −4.60, p < .0001, but did not differ significantly for either  
the asynchronous theta or the synchronous delta conditions, 
|Z|s < −0.391, ps > .696. We therefore included a linear and 
quadratic expansion of the rating scores for every trial in an aug-
mented version of the main mixed-effect model that predicted 
accuracy for each trial. While there was a significant main effect 
of rating on memory, X2(2) = 85.8, p < .0001, with more matching 
trials being more likely to be remembered, this did not interact 
significantly with the condition factor, X2(6) = 10.1, p = .12. More 
importantly, the three planned comparisons on memory accuracy 
as a function of pairs of conditions showed the same pattern of 
significant results (synchronous theta versus no-flicker, Z = −3.49, 
p = .0005, synchronous theta versus asynchronous theta and syn-
chronous delta,|Z|s < −1.92, ps > .055).

Finally, even though the mean discrimination of synchro-
nous and asynchronous theta trials did not differ significantly 
from zero (see the Results section), we correlated synchrony 
judgement ratings with memory accuracy, to see if the percep-
tion of synchronicity influenced memory (e.g. if a subset of par-
ticipants could detect above chance). Since d-prime only exists 
at the participant level, we performed a simple Pearson correla-
tion across participants, for which a t-test showed no evidence 
that the slope was greater than zero, t(21) = 1.41, p = .172 (see 
the Supplemental Material for details). However, we acknowl-
edge that the power of this statistical test is low, particularly 
given that we did not collect perceptual discriminability for the 
full sample of participants.

Discussion
Our planned comparisons on memory for audio–visual associa-
tions showed no benefit of synchronous theta flickering at 

Figure 2. (a) Plots the estimated marginal means (log odds) from the registered mixed-effects model for each condition. (b) Plots the raw trial-
averaged means for each condition.
Error bars show 95% confidence intervals of the group-level variance.
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encoding, compared to any of the asynchronous theta, synchro-
nous delta, or no-flicker conditions, whether in terms of the esti-
mated marginal means of the single-trial mixed-effects model, 
or as t-tests on trial-averaged data. In fact, the planned compari-
son against our no-flicker condition showed worse performance, 
rather than the better performance reported by Clouter et al. 
(2017). The most likely reason for the latter is that our no-flicker 
condition matched the duration of trials at encoding (as well as 
the mean intensity), whereas the no-flicker trials in Clouter et al. 
(2017) were half as long as the flicker trials, and it seems likely 
that shorter durations of stimuli at encoding would lead to poorer 
memory. Together with the lack of evidence for any advantage 
of synchronous theta against asynchronous theta or synchronous 
delta, we conclude that we have failed to replicate the TIME 
reported by Clouter et al. (2017) and Wang et al. (2018).

The second major change we made to the experimental pro-
cedure of Clouter et al. (2017) was to block all conditions, 
rather than intermix synchronous and asynchronous theta trials. 
The reasons for this change were given in the Introduction sec-
tion, and it remains possible that the contrast between changing 
synchronicity across trials is important for the TIME to be seen. 
We cannot rule out this possibility, though we note that even 
with our blocking of these two conditions, participants’ ability 
to consciously detect synchronicity between the auditory and 
visual streams was, like Clouter et al. (2017), not statistically 
different from chance. Future studies could explicitly compare 
intermixed and blocked synchronous and asynchronous 
conditions.

It is worth noting that we did not quite achieve the intended 
40-ms delay between auditory and visual stimuli for the synchro-
nous theta condition. This target of 40 ms was based on the origi-
nal authors’ estimate of the earliest ERP in auditory cortex being 
~10 ms (the ‘middle latency response’) whereas the earliest ERP 
for visual cortex (the ‘C1’) being ~50 ms. Recordings of our 
stimuli suggested that the auditory theta envelope only preceded 
the visual one by ~25 ms (after taking into account sound delay 
from the air-tubes, see the Supplemental Material), meaning that 
neural activity in visual cortex may have been ~15 ms later than 
intended (or ~20° of theta phase angle). We do not think this dif-
ference is likely to be important however, given the uncertainty 
(and likely individual differences) in the above estimates of neu-
ral delays. Nonetheless, future studies could aim for a neural 
phase difference of exactly 0°.

We performed some additional exploratory analyses to inves-
tigate other factors that might affect the ability to detect a TIME. 
However, the pattern of significant results, or at least conclu-
sions one would draw, was unchanged when we: (1) analysed 
the first block only, to reduce interference effects across trials 
from using similar auditory stimuli from the same categories, (2) 
only included participants whose memory was above chance in 
the theta conditions alone (as opposed to the registered criterion 
of average over all conditions), (3) statistically adjusted for 
match ratings at encoding, which did differ between flicker and 
no-flicker conditions, and (4) correlated the difference in mem-
ory between synchronous minus asynchronous conditions with 
individual variability in participants’ ability to discriminate 
these conditions perceptually, for which this correlation failed to 
reach significance.

Conclusion
Episodic memories often bind representations from multiple sen-
sory modalities. Clouter et al. (2017) focused on this aspect of 
episodic memories to understand how information from different 
sensory sources might be bound together in the brain. Following 
on from previous animal research that directly linked theta fre-
quency hippocampal activity to LTP, and human research that 
demonstrated links between hippocampal theta and subsequent 
memory performance, Clouter et al. (2017) provided direct evi-
dence for the role of theta frequency activity in the human brain, 
by modulating the amplitude of visual and audio pairings in the 
theta band. This ‘TIME’ promises methodological, theoretical, 
and practical benefits. In the present work, we attempted to repli-
cate this TIME, as well as raising alternative explanations that 
could potentially result in its reinterpretation. Unfortunately, we 
found no evidence for this effect, along with evidence for alterna-
tive explanations (e.g. for why their no-flicker baseline may have 
underestimated memory by not controlling for stimulus duration). 
Nonetheless, we are aware of the potential impact of some of the 
procedural changes that we registered, and so plan future experi-
ments with closer replications, for example to examine inter-
mixed rather than blocked synchronous and asynchronous trials.
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