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ABSTRACT 
 

On 21 April 2021, the European Commission tabled a proposal for the European Union’s 
Artificial Intelligence Act to introduce a common regulatory and legal framework for the 
development and deployment of artificial intelligence (AI). Subsequent amendments have sought 
to include generalist or ‘foundation’ models, including in some commercial contexts those released 
on an open-source basis. Critics have argued that such a move would harm smaller AI developers, 
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who rely on open-source practices to develop new products and services. Others contend that 
targeted measures are necessary, given the risks of misusing open-source systems. This paper 
focuses on approaches to open-sourcing foundation models in the context of the Act, rather than 
questions relating to general open-source practices or publication norms for AI systems. It seeks 
to summarise the movements related to open-source models in the Artificial Intelligence Act and 
introduces possible avenues for compromise.   
 

SCIENCE ⇒ POLICY 
 

While the European Union’s AI Act continues to evolve to reflect a rapidly shifting external 
environment, legislators are––at the time of writing––set to place significant liabilities on the 
providers of open-source foundation models. While we believe that the burden of liability of 
open-source providers should be minimised in the short term, we propose that the release of 
today’s open-source models should include testing and safety evaluations for dangerous 
capabilities. In the long term, however, it is prudent for regulators to design provisions 
concerned with preventing the proliferation of future more powerful, dangerous models released 
on an open-sourced basis. 
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The European Commission proposed the 
European Union's Artificial Intelligence Act 
on 21 April 2021 to introduce a common 
regulatory and legal framework for the 
development and deployment of artificial 
intelligence (AI). The Act, which is expected 
to become law by 2024, groups applications 
of AI into four categories: unacceptable risk, 
high risk, limited risk, and minimal or no risk. 
High-risk systems are those AI systems: (i) 
whose deployment poses a significant risk of 
harm to the health, safety or fundamental 
rights of persons and fall under certain 
critical use cases or areas, such as critical 
infrastructure, education and essential private 
or public services; or (ii) that are safety 
components of a product or are themselves 
products that fall within certain existing EU 
product safety laws and require third party 
conformity assessment under those existing 
laws. Such systems are faced with mandatory 
requirements surrounding their development 
and deployment, including stipulations for 
introducing a risk management system, a 
quality management system, record keeping, 
efforts to govern systems’ use of data, the 

introduction of technical documentation, 
and a commitment to ensure oversight of the 
system by a human.  
 
The European Parliament’s proposed 
compromise amendments from May 2023 
also impose some requirements on 
'foundation models', ‘generative AI systems’, 
and ‘open-source AI systems’. Such a 
response may seek to address upstream 
developer obligations, content-related issues 
such as privacy and copyright, and the 
allocation of obligations along the AI value 
chain (including apportioning liability 
between system providers and deployers). 
For the purposes of this paper, and in the 
interest of clarity and brevity, we will focus 
on ‘foundation models’ - defined as an “AI 
system model that is trained on broad data at 
scale, is designed for generality of output, and 
can be adapted to a wide range of distinctive 
tasks.”  
 
Advances in AI research have continued 
since the Act was first proposed, typified by 
the rise in large generative models and the 
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development of more generalist agents. 
Interest in foundation models has sharply 
increased following the release of major 
language models and applications based on 
them such as ChatGPT (and more recently, 
GPT-4) from San Francisco-based developer 
OpenAI. The popularity of these highly 
generalisable systems has been buoyed by 
open-source versions of text-to-text models 
such as the Falcon LLM model released by 
the Abu Dhabi-based Technology 
Innovation Institute and text-to-image 
models, including Stable Diffusion built by 
London-based Stablity.AI [1]. Amidst the 
growing popularity of such systems, 
lawmakers considered in the second half of 
2022 whether general-purpose AI systems or 
GPAIS––a loosely defined group of AI 
systems that have or enable a broader set of 
capabilities––ought to be included within the 
high-risk category [2]. This has proven 
controversial, as the changes targeted a 
specific type of model, contravening the 
Act's risk-based approach. As stated above, 
recent drafts also refer to ‘foundation 
models’ and other definitions. The original 
scope of the AI Act was intended only to 
cover AI systems deployed in high-risk 
settings, such as tools designed for cancer 
detection. But subsequent amendments 
regarding general-purpose or foundation 
models  have targeted their development. Open-
source systems were included at certain 
points and excluded during other periods, 
which underscores the complexity of the 
question and the challenge it poses for policy 
development.  
 
As of June 2023, certain open-source systems 
are currently in-scope: “A provider of a 
foundation model shall, prior to making it 
available on the market or putting it into 
service, ensure that it is compliant with the 
requirements set out in this Article, 
regardless of whether it is provided as a 
standalone model or embedded in an AI 
system or a product, or provided under free 
and open-source licences, as a service, as well 
as other distribution channels.” This 
provision will apply to models made available 
in the course of commercial activity, or 

supplied for first use to a deployer or put into 
service for their own use. Recital 12b explains 
that a commercial activity can be 
characterised as “charging a price, with the 
exception of transactions between micro 
enterprises, for a free and open-source AI 
component but also by charging a price for 
technical support services, by providing a 
software platform through which the 
provider monetises other services, or by the 
use of personal data for reasons other than 
exclusively for improving the security, 
compatibility or interoperability of the 
software”. The result of this settlement is that 
the AI Act is likely to place significant 
liabilities on some providers of open-source 
foundation models, in some specific 
circumstances. 
 
Advocates of open-source approaches are 
concerned that possible attempts to regulate 
foundation models in this way would 
effectively ban the practice. Chief amongst 
the critics is Alex Engler, who wrote in 
August 2022 that ‘while intended to enable 
the safer use of these tools, the proposal 
would create legal liability for open-source 
GPAI models, undermining their 
development [3].’ This could have the 
unintended effect of, Engler notes, 
concentrating power in the hands of 
technology companies and preventing 
research that is critical to public 
understanding of AI. Hugh Zhang, for 
example, argues that public knowledge about 
model capabilities will help reduce the spread 
of misinformation [4].  Others are pushing 
for provisions that would remove such 
systems from the scope or exclude open-
source foundation models  from the Act 
entirely. A coalition of technologists and 
think tanks, however, has argued that for the 
AI Act to provide meaningful protections 
against high risk uses of AI systems, 
foundation models must be included within 
its scope [5].  Some commentators have 
suggested that this should include open-
source systems too. Such perspectives hold 
that as models become more capable and 
powerful, a reckless developer may release an 
unsafe model––for example, with spyware 
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generation capabilities––leading to increases 
in risk with model proliferation and no 
associated liability or accountability [6].  
While such models do not yet exist, there are 
legitimate reasons to believe that future 
models may present novel and dangerous 
capabilities that materially affect the scope 
and breadth of risk we are concerned with. 
As a result, it is prudent for regulators to 
design provisions concerned with preventing 
the proliferation of future more powerful, 
dangerous models released on an open-
source basis. 
 
One possible way forward, as described by 
Open Future’s Paul Keller, is the 
introduction of transparency requirements 
for the systems. These requirements might 
include standardised information in the form 
of model cards [7] and system cards [8],  
access to the data used to train and fine-tune 
the model to enable auditing and, where 
possible, an explanation of the model's 
behaviours [9].  In fact Recital 12c currently 
specifies that open-source developers 
“should however be encouraged to 
implement widely adopted documentation 
practices, such as model and data cards, as a 
way to accelerate information sharing along 
the AI value chain, allowing the promotion 
of trustworthy AI systems in the EU.” 
However, some transparency requirements 
proposed in the AI Act are either technically 
impossible to comply with, or very difficult 
to implement (e.g. “sufficiently detailed” 
summary of copyrighted training data). 
Additionally, even the most stringent 
transparency requirements  may not address 
the risk of harmful models diffusing. As 
researchers at the Center for a New 
American Security have noted, the risk of 
models being used for malicious purposes by 
authoritarian regimes requires firms to 
develop appropriate security measures and 
refrain from open-sourcing the technical 
specificities of cutting-edge models [10].  So 
while transparency provisions may in theory 
be helpful in some respects, they do not 
practically address a potential future need to 
limit the spread of models that present ‘dual-
use’ capabilities. Indeed, some researchers 

believe more capable models may in the 
future enable risks such as cyber-offense or 
extreme manipulation capabilities [11].  
 
Open-source software and code remain 
important components for the maturation of 
the AI industry, with the sharing of notebook 
environments, libraries, datasets, and tools 
critical to the growth of AI startups and the 
acceleration of research. Open-source 
software also allows AI to be used and tested 
by millions of people around the world. 
Google DeepMind’s AlphaFold, for 
example, is now fundamental to the work of 
many scientists attempting to cure malaria, 
understand cancer or limit antibiotic 
resistance. To prevent the formation of 
undue and unnecessary barriers to entry, any 
restriction should therefore be precisely 
targeted: for example, by looking at a certain 
threshold of capabilities, parameter size, or 
training time. How exactly this threshold can 
be precisely defined remains a contentious 
question. Although the vast majority of 
models and tools are unlikely to cause 
significant harm, we can reasonably expect 
new threat vectors to emerge as they grow in 
capability. Three years ago, models struggled 
with differentiating between cats and dogs. 
Today, large language models could help 
develop sophisticated malware (though not 
create it from scratch). As the UK’s National 
Cyber Security Centre notes, while doing so 
would still require expert knowledge to 
validate and deploy, this hurdle will be 
gradually lowered as generative models 
improve [12].  White House officials have 
also recently noted that using open-source 
systems voluntarily maintained by the 
community may pose national security 
concerns, as the vulnerability found in Log4J 
(an open-source library commonly used by 
apps and services across the internet) 
demonstrated. Similar dynamics may well 
surface as companies and governments rely 
on open-source models [13].   
 
Assuming the sophistication of models 
continues to develop at current rates, it may 
be necessary to review the diffusion and 
misuse risks associated with foundation 
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models. The full set of AI Act obligations 
may be disproportionate. However, two 
related requirements could be warranted: 
testing and safety evaluations for dangerous 
capabilities and sufficient access to verify 
those claims. More work must be done first 
to develop useful evaluations and testing 
tools, without which the definition of a 
powerful foundation model will likely be 
arbitrary. As a guide to the level of risk posed 
by an AI system, a designation as a ‘general 
purpose model’ or ‘foundation model’ is 
likely of limited use in isolation, without 
criteria to assess an AI system’s relative 
generality, applicability, and viable uses. As 
Isabella Duan explains, safety-relevant 
benchmarks can support the empirical, 
quantitative evaluation of AI systems and 
promote healthy competition over safety-
relevant properties [14].  Initiatives like 
Stanford’s HELM framework to evaluate the 
performance of language models [15],  ARC 
Evals that seek to understand the capabilities 
and safeness of large models [16] and the 
OpenAI Evals, which includes an open-
source registry of model evaluations [17],  are 
steps in the right direction. 
 
This paper has described the core 
components of the AI Act with reference to 
provisions focused on managing the release 
of open-source models. It has discussed 
recent efforts to reach a settlement between 
the regulation of foundation models and 
general purpose models. Our analysis has 
connected open-source foundation models 
with provisions in the AI Act that we argue 
could place significant liabilities on providers. 
We have suggested that doing so would 
discourage the release of open-source 
foundation models, which may have a knock-
on effect on the growth of the AI industry 
and the ability of users to understand the 
capabilities and limitations of models. Our 
account weighs this outcome against the 
ability of open-source developers to release 
powerful models whose deployment may 
cause significant harm. We argue that, while 
the release of today’s open-source models 
should be supported, regulators ought to 
design provisions concerned with preventing 

the proliferation of powerful, dangerous 
models released on an open-source basis in 
the future.  
 
In practice, we propose that the release of 
today’s open-source foundation models 
should include testing and safety evaluations 
for dangerous capabilities to ensure 
policymakers and users of such models are 
aware of the risks associated with their 
release. The development of new 
benchmarks, metronomy and evaluations will 
enable a more precise delineation and 
targeting of powerful foundation models. At 
the point at which models start 
demonstrating more concerning capabilities, 
it may be the case that they should only be 
partly released, or in some cases not at all. 
Shevlane and Dafoe have noted that AI 
researchers can choose the components or 
artefacts they wish to share or restrict: basic 
results and insights, detailed results, code, 
trained networks, and easy-to-use tools [18].  
Any future restrictions should therefore be 
targeted and address the root of the problem 
by, for example, permitting the sharing of 
specific components but not source code or 
weights. Shevlane suggests a structured 
access mechanism, for example, that seeks to 
introduce controlled arms-length 
interactions with AI systems [19].  A careful 
balance must be stuck, as an overly broad 
scope and set of requirements may 
inadvertently cement the market power of 
incumbents. Access mechanisms (e.g. 
through APIs) should allow researchers to 
verify claims by developers, whilst ensuring 
that a narrow set of highly capable 
foundation models do not proliferate before 
they are deemed safe. Ultimately, we contend 
that for open-source models the Act’s broad 
scope risks encompassing too much. Instead, 
we suggest the development of better tools, 
evaluations, definitions, and thresholds to 
limit risks and negative externalities, and 
propose only restricting the release of open-
source foundation models that are 
demonstrably more complex, capable, and 
dangerous. 
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